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Hubbard model with cold  atoms
A paradigm of physics  in condensed matter:
• Electronic properties of solids with narrow bands
• Band magnetism
• Metal-Mott insulator transition, 
• Fractional excitations, FFLO pairing
• …

Hart, et al. Nature 519, 211 (2015)
Boll et al. Science 353, 1257 (2016)
Parsons et al. Science 353, 1253 (2016)
Cheuk, et al. Science 353, 1260 (2016)
Cheuk, et al. PRL 116, 235301 (2016)
Hilker, et al. Science 357, 484 (2017)
Cocchi, et al, Phys. Rev. X, 7, 031025 (2017)
Chiu, et al, Science 365, 251(2019)} 
Hart, et al. Nature 565, 56 (2019) 
Vijayan, et. al., Science, 367, 186 (2020)
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The Hubbard model has also become increasingly
important in
• cold atoms
• quantum metrology
• quantum information

Nichols et. al., Science 363, 383 (2019)
Brown, et. al. Science 363,379 (2019)
Shao, et. al. ArXiv:2402.14605 (2024)
…
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I.   1D Hubbard model: A prototypical integrable model 

Lieb, Wu PRL 20 , 1445 (1968)

The model has been realized  with 
ultracold atoms in lab 

Hart, et al. Nature 565, 56 (2019) 
Vijayan, et. al., Science, 367, 186 (2020)
V. Korepin, A. A. Ovchinnikov, F. Essler, H. Frham, P. 
Schlottmann, N. Kawakami, J. M. Carmelo, N.M. 
Bogoliubov, F. Woy- narovich, B.S. Shastry
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Exact Lieb-Wu Equations: 
Energy and Momentum 

String hypothesis for 𝒖 > 𝟎: 
𝑘: real quasimomentum root 𝑀/
	 Λ:	spin wave bound state       𝑀0
𝑘 − Λ:charge bound state 𝑀0
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Excitations at IV phase in Hubbard model

Jiajia Luo

April 27, 2022

1 dispersion

FIG. 1. dispersion relation in extended area.

2 basic knowledge

Let Me,Mn,M 0
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Length-n	𝒌 − 𝜦 strings (Green dots):
2n electrons form a bound state  

Length-n	𝜦 strings(Orange dots):
n-magnons form a bound state  

Fundamental concepts
Fractional quasiparticles, Universal thermodynamics,

Luttinger liquid, Quantum criticality,

Magnetism, Caloric effect, 

Hydrodynamics, Transport 



𝑲− 𝜦 strings 

𝚲 − 𝜦 strings 

Sin𝒌𝜶

𝜦

𝒏 = 𝟏 𝒏 = 𝟏 
𝒏 = 𝟐 

𝚲 − 𝚲	𝐬𝐭𝐫𝐢𝐧𝐠



Thermodynamics Bethe ansatz equations 
• quantum many body systems
• microscopic state energy 𝐸!
• partition function 
  𝑍 = ∑!"#$ 𝑊!e!

%&0/()1*)

• free energy 𝐹 = −𝑘,𝑇𝑙𝑛𝑍	
• challenge: finding new physics

M. Takahashi One-dimensional Hubbard model at finite temperature,  Progress of Theoretical Physics, 1972, 47(1): 69-82.

Equation of state 

Charge particle dispersion 

Spin wave bound states

Charge particle bound states

Real 𝑘

Length-𝑛 spin strings

Length-𝑛 electron BS



half filled 
fully polarized

partially filled 
fully polarized 

partially filled  
partially polarized

Wilson ratio maps out T=0 phase diagram
Wilson ratio:    𝑹𝒘

𝝌𝒔 = 𝟒
𝟑

𝝅𝒌𝑩
𝝁𝑩𝒈

𝟐 𝝌𝒔
𝑪𝒗/𝑻

𝜒 -- susceptibility  
𝑐6 -- specific heat 
T -- temperature   

𝐾7 -- spin Luttinger parameter

𝑣8,7 -- charge and spin velocities 

For Luttinger liquid phases at T=0

Luo, Pu, Guan, PRB 107, L201103 (2023)
Luo, Pu, Guan, arXiv: 2307.00890

𝑹𝒘
𝝌𝒔 ≈ 𝟐II:

IV:

V:

I, III:

𝑹𝒘
𝝌𝒔 ≈ 𝟒(𝒗𝒄𝑲𝒔 + 𝒗𝒔𝑲𝒔𝒄)/(𝒗𝒔 + 𝒗𝒄)

𝑹𝒘
𝝌𝒔 ≈ 𝟖𝒌𝒔

𝑹𝒘
𝝌𝒔 ≈ 𝟎

half filled 
partially polarized

New result



TBA equations  at low temperature

Wilson ratio

Free energy at low energy 

(a) 𝑻 = 𝟎. 𝟎𝟎𝟓, 𝒖 = 𝟏

(b) B= 𝟎. 𝟒, 𝒖 = 𝟏

Wilson ratio maps out T=0 phase diagram



Fractional Excitations  

All figures are drawn in the first Brillouin zone 

(a): Yellow circle 𝐵 = 0, 𝜇 = −1.5765	

(b): Strong coupling 𝑛6 = 0.6496, 𝑢 = 10

(c): Red star 𝐵 = 0.555, 𝜇 = −1.32
(d): Diamond 𝐵 = 0.555, 𝜇 = −0.722
(e): Square 𝐵 = 0.555, 𝜇 = −1.77

(f): Orange circle 𝐵 = 0.3, 𝜇 = −2.5

B = 0.3, μ = −2.5 



Elemental Fractional Excitations  at 

Particle-hole

Fractional spinions 

Two fractional spinons:  
Δ𝑆X=(N −	2M)/2=1
Fractional charge  holons:
 Δ𝜂X = (N − L)/2 = 0

Length-1 Λ string
(Ground state)

Length-1 Λ string
(Two spinons)



Particle-hole

Fractional spinions 

Two fractional spinons:  Δ𝑆X=1
Fractional charge holon: Δ𝜂X = 0 

Length-1 Λ string
(Ground state)

Length-1 Λ string
(Two spinons)

Spin incoherent liquid condition:  
𝑬𝒔𝒑𝒊𝒏 ≪ 𝑲𝑩𝑻 ≪ 𝑬𝒄𝒉𝒂𝒓𝒈𝒆

Elemental Fractional Excitations  



Spin-Charge Separation: originated from elementary excitations  

Particle-hole spectrum (green) 

Two-spinons  spectrum (grey): 

𝑞 = ℏ∆𝐾

𝜔± = 𝑣6𝑞 ±
1
2𝑚∗ 𝑞

)

𝜔B+ 𝑞 = 𝑣B 𝑞 −
𝑣B𝑞C

2𝑘B)
+ ⋯ 𝜔B/ 𝑞 = 𝑣B 𝑞 −

2𝑣B𝑞C

𝑘B)
+ ⋯

II. Yang-Gaudin model: Spin-Charge separation

Key Result-I

Particle-hole continuum spectra at γ = 5.03
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1.0

1.1
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m
∗
/m

 

 
m∗/m Numerical
m∗ =m(1 + 4 ln2/γ)

1.7 5 10 15 20

1.15

1.20

1.25

1.30

Effective mass of quasiparticle

Particle − hole spectrum : ∆Ec = vc!|∆K | ±
1

2m∗ (!∆K )2

Charge velocity : vc =
ε′c(k0)

2πρc(k0)
, Effective mass :

m

m∗ =
ε′′c (k0)

2(2πρc(k0)2
−
πρ′c(k0)ε′c(k0)

(2πρc(k0))3

Two − spinon spectrum : ωs+(q) = vs|q|−
vsq3

2K 2
s

+ · · · , ωs−(q) = vs |q|−
2vsq3

K 2
s

+ · · ·

He, Jiang, Lin, Hulet, Pu and Guan, Phys. Rev. Lett. 125, 190401 (2020)
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Fig. S6. Excitation Spectrum for Yang-Gaudin Model. Exact particle-hole (green) and two-

spinon (gray) excitation spectra for a repulsive Fermi gas with periodic boundary condtions at

� = c/n = 5.03 with the Fermi surface kF = n⇡, where density n = N/L = 3 ⇥ 106 (1/m),

�E = h̄!. The black dashed lines in the charge and spin spectra correspond to the charge veloc-

ity vc and spin velocity vs, respectively. Here the red dashed line shows the excited momentum

imparted by the Bragg beams in our experiment, which is set as �K = h̄q, q = 1.47 µm
�1 for

both charge and spin DSFs.

5 Charge and Spin DSFs

Although we have exact solutions of the model (Eq. (S4)), the charge and spin dynamic structure

factors for a repulsive Fermi gas have yet to be analytically calculated. This is a long standing

theoretical challenge. In the linear TLL theory at finite temperature, the charge DSF is a �-

function at ! = vcq for q ⌧ kF , i.e.

Sc(q,!) =
qKc

2⇡2
�(w � vcq). (S15)
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Theory: Nonlinear TLL

� Band curvature at finite q 
ďƌŽĂĚĞŶƐ��^&�;ŽƚŚĞƌǁŝƐĞ�ɷ-
function)

� Charge-mode: ן q2

� Spin-mode: ן q3 (neglect)

� Back-scattering disrupts 
linearization of spin-mode at 
finite T

� Interaction-dependent broadening
F He et al., Phys. Rev. Lett., 125, 190401 (2020)

R G Pereira and E Sela, Phys. Rev. B 82, 115324 (2010)
T Giamarchi, Quantum Physics in One Dimension, Oxford University Press, Oxford, (2003)

𝐻D =
1
2𝜋

d𝑑𝑥 𝑢D𝐾D 𝜋ΠD 𝑥
)
+
𝑢D
𝐾D

∇𝜑D(𝑥) ^2

𝐻E =
2𝑔$
2𝜋𝛼 )d𝑑𝑥𝑐𝑜𝑠 8𝜑D 	

𝐻! =
1
2𝜋2𝑑𝑥 𝑢!𝐾! 𝜋Π! 𝑥

" +
𝑢!
𝐾!

∇𝜑!(𝑥) ^2 , 𝑣 = 𝑐

Spin backward scattering 

Effective Field Theory: separated spin and charge TLLs

Charge:

Spin:

Backward scattering

Separated pin and change excitations 

He, Jiang, Lin, Hulet, Pu, Guan, PRL 125, 190401 (2020)



Observation of Spin-coherent liquid: Spin-charge separation 

Results: Spin-Charge separation

� Extract peak frequencies of 
measured and calculated DSFs

� Related to velocities by q

R S, D Cavazos-Cavazos et al., arXiv:2111.11545, to be published in Science

Senaratne, et. al., Pu, Guan, Hulet,  Science 376, 1305 (2022)

Guan, Batchelor, Lee, Rev. Mod. Phys. 85, 163 (2013)

𝑣p = 𝜔 p/𝑞

Velocities of spin and charge 
shift in opposite directions!

Charge(red) and spin(blue) dynamical structure factors

Encoding Nonlinear TLL Effect

Peak frequencies and velocities



TLL—Tomonaga-Luttinger liquid

Finite temperature: spin-coherent and –incoherent Luttinger liquid 

Zero temperature Finite temperature

QC — Quantum criticality
𝐶F
𝑇
= 𝐶FG + 𝑻

H
.+$/

)
F.𝐾

𝜇 − 𝜇6
𝑇$/F.

z = 2, 𝑣 = 1/2

𝐻F = d𝑑𝑥
𝜋𝑣F𝐾F
2

ΠF) +
𝑣F

2𝜋𝐾F
𝜕J𝜙F ) , 𝜐 = 𝑐, 𝑠

𝑬𝒔𝒑𝒊𝒏 ≪ 𝑲𝑩𝑻 ≪ 𝑬𝒄𝒉𝒂𝒓𝒈𝒆SILL — Spin incoherent TLL

𝐶F =
𝜋𝑻
3

1
𝑣6
+
1
𝑣B

+
7𝜋C𝑻𝟑

40𝑣B −𝜀$ 0
) + 𝑂(𝑇L)

|𝑩 − 𝑩𝒄| ≪ 𝑲𝑩𝑻



26

III.1.5 General scaling functions at quantum criticality

In the previous subsection, we presented some analytic results for each phase transition. We observe that the
coe�cients a0 in (91) and b0 in (104) of free energies solely rely on the root densities (D30) and (D32) with a0 ⇡
�(0), b0 ⇡ 2⇡⇢(⇡). Significantly, it is found that the free energies are related to densities and dressed energies in
compact forms for di↵erent phase transitions

I-II: f = u+ T
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1
2 ⇢(0)

 


00
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2
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2
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, (115)

II-III: f = f0 + T
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V-III: f = f0 + T
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V-IV: f = f0 �
⇡T 2

6vs
+ T
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where f0 comes from the ground state, the terms with T 2 reflect the contributions from the background parts. �1(0)

denotes the density of length-1 spin strings at ⇤ = 0, the second derivative "
00

1
(0) ⌘ d

2
"1

d⇤2

���
⇤=0

, and ⇢(0), ⇢(⇡) denotes

the charge density at k = 0, ⇡, respectively. Similarly, for the charge dressed energy, 
00
(0) ⌘ d

2


dk2

���
k=0

,
00
(⇡) ⌘

d
2


dk2

���
k=⇡

. The polylog function Li 3
2
represents the generating function of free fermion criticality. The above scaling

functions of the free energy for di↵erent quantum phase transitions are valid for arbitrary interaction strengths and
fillings, revealing a microscopic origin of the quantum phase transitions associated with the dressed energies. The
functions �"1(0), �(0), (⇡) serve as criticality and depend on the energy gaps away from the QCPs, i.e.

�"1(0), �(0), (⇡) ⇡ ↵B�B + ↵µ�µ+ ↵u�u. (120)

The factors ↵(B,µ,u) represent the di↵erent transition paths in the vicinities of QCPs driven by external fields. These
expressions (115)-(119) display concise and elegant configurations independent of specific details for arbitrary filling
and interaction strength, and can apply to other models with second order phase transitions associated with the
dynamical critical experiment z = 2 and correlation length exponent ⌫ = 1/2. The derivations for these formulas are
given in APPENDIX E.

III.2 Spin incoherent Luttinger liquid

Although spin incoherent Luttinger liquid has been studied in literature [65–69], almost all those works are based on
the framework of bosonization. There still lacks a study of such novel phenomenon from the Bethe ansatz perspective
and quantum phase transition. It is very insightful to conceive the spin incoherent Luttinger liquid from both
correlation function and thermodynamics. In Section II, we used the variations of ⌘-pair and spin magnetizations
(�⌘z,�Sz) to characterize the fractional charge and spinon excitations. Such fractionalized quasi-particles reveal
fermionic nature of quasiparticles, forming the Luttinger liquid. Meanwhile we found the only possible fractional spin
excitations which can lead to the spin incoherent liquid at low temperatures. In this part we focus on rigorous results
of the SILL in terms of specific heat, criticality and correlation function.

III.2.1 Thermodynamics in SILL

In the previous analysis given in section II, we observe that a crossover region fanning out from the critical point
does show the existence of the SILL above the phase boundary of the TLL and up to a critical temperature, see

Universal Scaling Functions near phase boundaries 
New Result 

Universal Scaling Functions



Spin incoherent liquid in 1D Hubbard model

Distinguishing TLL and SILL:

May be obtained near Bc from conformal field theory

Essler, Frahm, Göhman, Klümper and Korepin, the one-dimensional Hubbard model, Cambridge University Press, 2010



1D Hubbard model near 𝑩𝒄: Spin and charge coherent liquid at T=0

𝐺z→z9
↑ ≈ exp −𝑖𝑘},↑𝑥 𝑆↑
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Correlation functions show a power law  decay of distance! 



Spin incoherent liquid: Exponential decay 𝑬𝒔𝒑𝒊𝒏 ≪ 𝑲𝑩𝑻 ≪ 𝑬𝒄𝒉𝒂𝒓𝒈𝒆

𝐺z→z9
↑ ≈ 𝑒~��<,↑�𝐶↑
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Contact (interaction driven MIPT)

Contact Susceptibilities

Maxwell relations

𝐶 =
𝜕𝑓
𝜕𝑢

= 4𝑑 − 2𝑛8 + 1

𝑑 =
1
𝑁$@

𝑛@,↑𝑛@,↓

𝜕𝑛M
𝜕𝑢

= −
𝜕𝐶
𝜕𝜇

𝜕𝑚
𝜕𝑢

= −
𝜕𝐶

𝜕(2𝐵)

𝑓 = 𝑒 − 𝜇𝑛� − 2𝐵𝑚 − 𝑇𝑠 − 𝑢𝐶

double occupancy

Contour plot of the Contact @ 𝑻 = 𝟎. 𝟎𝟎𝟓	and 𝒖 = 𝟏

Contour plot of the entropy @ 𝑩 = 𝟎. 𝟏𝟓, 𝝁 = −𝟐. 𝟓

𝜕𝑠
𝜕𝑢 = −

𝜕𝐶
𝜕𝑇

To better capture the interaction-driven effects,
we define:

New Result



• Interaction-driven phase transitions
     (II-IV) and (V-IV)

𝑓 = 𝑓! −
𝜋𝑇A

6𝑣8
+ 𝑇

B
A𝜋

$
A𝜎$ 0

𝜀$11 0
2

C$A
LiB
A
(−𝑒C

D#(!)
G )

𝑓 = 𝑓! −
𝜋𝑇A

6𝑣7
+ 𝑇

B
A𝜋

$
A𝜌 𝜋

−𝜅11 𝜋
2

C$A
LiB
A
(−𝑒

H	(I)
G )

Upper: Contour plot of the entropy in T-u plane for 
𝐵 = 0.15, 𝜇 = −2.5, a maximum entropy at QC.
Lower: IV-V phase transition∶	density shows  
universal scaling behaviour driven by interaction.

𝜺𝟏 𝟎 , 𝜿 𝝅 = 𝜶𝑩𝚫𝑩 + 𝜶𝝁𝚫𝝁 +𝜶𝒖𝚫𝒖

𝜶𝒖
𝜶𝑩

= −
𝝏𝑩
𝝏𝒖

,
𝜶𝒖
𝜶𝝁

= −
𝝏𝝁
𝝏𝒖

,
𝜶𝑩
𝜶𝝁

= −
𝝏𝝁
𝝏𝑩

Entropy accumulation at  phase transitions! 



• Contact susceptibilities and applications 
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For quantum cooling

Gr�̈�neisen parameter

𝜕𝐶
𝜕𝑢 |7,N,O,P =

𝑇
𝑢 Γ@0Q , 	 Γ@0Q=

𝜕𝐶
𝜕𝑇

𝑢
𝑐6

NO
NP

 , NQ
NR

 change rapidly !

Quantum Cooling
• Entropy peaks near phase boundaries.
• Isentropic process:

maximum entropy à minimum T

A potentially novel way of cooling
quantum gases in lattice!

where CH=T!!S /!T"#H. It will become clear below that !H
describes the magnetocaloric effect.

Let us shortly recapitulate the main results of Ref. 1. The
main observation is that ! diverges at a quantum-critical
point, while it is finite in all noncritical systems or close to
generic classical critical points. This can most easily be seen
in cases where scaling applies !i.e., for systems below the
upper critical dimension, d+z"4" and where the qualitative
behavior of ! can be extracted from the scaling form of the
free energy

f!r,T" = b−!d+z"f!rb1/#,Tbz" , !5"

where b is an arbitrary scaling parameter, d is the dimension-
ality, and # and z are the correlation length and dynamical
critical exponent, respectively. As can be read off directly
from Eq. !4", ! scales like 1/r or equivalently,

dim$!cr% = − dim$r% = − 1/# . !6"

Accordingly, one obtains directly from !5"

!cr $
1

T1/#z !7"

in the quantum-critical regime, i.e., for T% #r##z !see Fig. 1".
On the other hand, in the two low-temperature regimes on
the right- and left-hand sides of the QCP in Fig. 1, the Grü-
neisen parameter diverges with the inverse of the control
parameter r$ p− pc,

!cr = − Gr
1

Vm!p − pc"
. !8"

Surprisingly, due to the third law of thermodynamics, i.e., by
assuming a vanishing residual entropy at zero temperature, it
is possible to determine even the prefactor Gr of the diver-
gence from a scaling analysis. It is given by a simple com-
bination of critical exponents

Gr = − #
y0

±z − d

y0
± , !9"

where the exponents y0
+ and y0

− are associated with the low-
temperature behavior of the specific heat, Cp&Ty0

±
, on the

right- and left-hand sides of the QCP, respectively. As was
shown in Ref. 1, these results might even hold !up to pos-
sible logarithmic corrections" in situations where the simple
scaling Ansatz !5" fails, i.e., for systems above the upper
critical dimension.

Equation !8" implies not only a divergence of ! but also a
sign change !assuming that Gr has the same sign on both
sides of the QCP". Obviously the question arises where and
how this drastic sign change takes place in the finite-
temperature phase diagram. This will be one of the main
topics discussed in this paper.

The following section will discuss the sign changes using
qualitative arguments. Section III investigates quantum criti-
cal points where there is no phase transition at finite tem-
perature and briefly discusses experiments close to metamag-
netic quantum phase transitions. In Sec. IV we study how
thermal expansion, Grüneisen parameter, and magnetocaloric
effects are influenced by a phase-transition at finite T in
proximity to a QCP. An overview of our main results is given
in Sec. V.

II. SIGN OF THE GRÜNEISEN PARAMETER

In order to obtain insight into the meaning of the sign of
the Grüneisen parameter it proves useful to consider a line of
constant entropy within the pressure-temperature plane
!p ,T",

dS = ' !S

!T
'

p
dT + ' !S

!p
'

T
dp=! 0. !10"

Using the definition of the thermal expansion and the specific
heat we obtain for !,

! =
1

VmT
'dT

dp
'

S
. !11"

The Grüneisen parameter measures the variation of tempera-
ture upon pressure changes under constant entropy condi-
tions. The Grüneisen parameter thus corresponds to a
pressure-caloric effect. As already alluded to, for a QPT that
can be driven by magnetic field the quantity analogous to the
Grüneisen parameter is the magnetocaloric effect

!H = −
!dM/dT"H

CH
=

1
T
' dT

dH
'

S
, !12"

where CH is the specific heat at constant H. Experimentally,
the quantities ! and !H can be directly accessed by measur-
ing the change in temperature at constant entropy upon pres-
sure and magnetic field variations, respectively. In math-
ematical terms both yield the slope of the constant entropy
curves, i.e., isentropes in the phase diagram.

How do the isentropes look near a quantum phase transi-
tion? We expect that we have an accumulation of entropy

FIG. 1. Different regimes in the phase diagram of a quantum
phase transition. The dotted lines correspond to crossovers between
the low-T and the quantum critical regime, T&#r##z. The control
parameter might be sensitive to pressure and/or magnetic field. The
solid line shows a generic isentrope along which the entropy is
constant, dS=0.

M. GARST AND A. ROSCH PHYSICAL REVIEW B 72, 205129 !2005"

205129-2

Adiabatic  interaction ramping cooling!Also see Adiabatic demagnetization cooling: 

Wolf et. al. PNAS, 108, 6862 (2011)

Also a large change of 𝜞𝒊𝒏𝒕 

Isentrope:

𝑑𝑠 = NB
NP

du+ NB
NR

dT=0



• Contact susceptibilities and applications 
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For quantum cooling

Gr�̈�neisen parameter

𝜕𝐶
𝜕𝑢 |7,N,O,P =

𝑇
𝑢 Γ@0Q , 	 Γ@0Q=

𝜕𝐶
𝜕𝑇

𝑢
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Quantum Cooling
• Entropy peaks near phase boundaries.
• Isentropic process:

maximum entropy à minimum T

A potentially novel way of cooling
quantum gases in lattice!

1) A->B: adiabatically ramp up;
2) B->C: hot isochore process;
3)  C->D: adiabatically ramp down;
4) D->A: cold  isochore process.

40

II IV0.46 0.48 0.5
-5

-4

-3 (a)

IV V2.078 2.0815 2.085
-5

-4

-3 (b)

FIG. 16: Plot of isentropic lines in T − u plane for the interaction-driven phase transitions II-IV (a) and IV-V (b) at B = 0.15
and µ = −2.5, of which the temperature on the vertical axis is logarithmic. The purple dotted lines in (b) denote the interaction
driven Otto cycle, where the stages A and B (or stages C, D) lie on the isentropic lines, see the main text.

→ B, the working substance is adiabatically ramped up from the target temperature Ttarget to the nonthermal higher
temperature stage B. Then through a hot isochore process B → C, the working substance comes into contact with the
ambient, transferring heat to the high temperature source. While the temperature of working substance reduces to
the one at the thermal state C. Next, for the isentrope process C → D, the working substance is adiabatically ramped
down to the low temperature stage D. This is an opposite process contrast to the A → B. Finally, for the isochore
process D → A, the working substance contacts with the target object, absorbing heat from the target material and
reaching the thermal state A. Consequently, the target object is cooled down by this cycle.
Now let us determine the lowest temperature which can be reached through an isentropic process indicated in the

figure 16. From equations (176)-(180), the phase II (V) contains one charge (spin) degrees of freedom. Consequently,
their entropy sL1 and sL2 are given by (41) and (42), respectively, namely,

sL1 ≈
πTL1

3vc
, (216)

sL2 ≈
πTL2

3vs
. (217)

Comparing isentropic lines with the same entropy for phase II, IV and V, for example s = 0.00008 in figure 16, the
temperature of TLLC (phase II) is higher than that of TLLS (phase V) since charge velocity vc changes faster than
spin velocity vs when the interaction is changed around the critical point, i.e.,

TL1 > TL2. (218)

On the other hand, when it approaches the QCP, i.e., at the extreme low temperature for each isentropic line, entropy
have explicit expressions for the transition II-IV and IV-V

ss1 ≈ λ3π
1/2σ1(0)(ε

′′

1 (0)/2)
−1/2T 1/2

c1 , (219)

ss2 ≈ λ3π
1/2ρ(π)(−κ

′′

(π)/2)−1/2T 1/2
c2 , (220)

respectively, where λ3 = xLi1/2 (−ex)− 3/2Li3/2 (−ex) ≈ 1.3467.
With the above analysis, we observe that the entropy shows a square root dependence on the temperature at

extreme point, it is proportional to temperature in the Luttinger liquid. Therefore, considering an isentropic cooling
process through the ramping up or down in the T − u plane around critical phase transitions from II to IV or from
V to IV, see figure 16, the minimum temperatures can be reached

II-IV:
T 1/2
c1

TL1
=

π1/2(ε
′′

1 (0)/2)
1/2

3λ3vcσ1(0)
, (221)

V-IV:
T 1/2
c2

TL2
=

π1/2(−κ
′′

(π)/2)1/2

3λ3vsρ(π)
, (222)

respectively. A brief discussion about interaction-driven quantum cooling is given in [132]. Based on previous results

Isentropic lines   

AmbientQuantum refrigeration 

Target material  𝑇T&U
Substance: lattice model
Hot Ambient 𝑇Q

Target

NO
NP

 , NQ
NR

 change rapidly !
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Transport in integrable systems:
Spin transport--magnetic field gradient 

Heat transport--temperature gradient

Transport coefficients—dynamical correlation

Kubo formulas for conductivities 

Generalized hydrodynamics 

Bosonization 

Transport Coefficients in spin chain 
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equation of motion. For the total spin current J s =
P

`
j
s

`
we have, in particular,

@tS
z

`
= �i[Sz

`
, H] = �(js
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� j

s

`�1) (2.1)

leading to a current density
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= J(Sx

`
S
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`+1 � S
y

`
S
x

`+1) =
iJ

2
(S+

`
S
�
l+1 � S

�
`
S
+
l+1) . (2.2)

Using the Jordan-Wigner transformation (1.3) we see that in terms of spinless fermions this
corresponds to a particle current, i.e., the di↵erence between particles moving to the left and
to the right.

Similarly, we can derive the thermal current operator J th =
P

`
j
th
`

by the continuity
equation

@th`,`+1 = �i[h`,`+1, H] = �(jth
`

� j
th
`�1) (2.3)

where H = H
0 � h

P
`
S
z

`
=

P
`
h`,`+1 =

P
`
(h0

`,`+1 � hS
z

`
). The thermal current thus splits

into two parts, J th = J
E � hJ

s, where J
s is the spin current (2.2) and J

E the energy current
obtained from the continuity equation (2.3) for the case of zero magnetic field. In other
words, at finite magnetic fields there is a contribution to the thermal current due to particle
transport. Calculating the commutator in (2.3) for h = 0, leads to an energy current density
j
E

`
acting on three neighbouring sites which can be written in compact form as

j
E

`
= J

2
X

`

S` · (S0
`�1 ⇥ S0

`+1), S0
`
= (Sx

`
, S

y

`
,�S

z

`
) . (2.4)

Alternatively, the spin current can also be derived by putting a flux � through an XXZ
ring in the fermionic formulation (1.2). The flux then couples via the Peierls substitution

c
†
`
c`+1 ! c

†
`
c`+1e�iA`,`+1 . Here A`,`+1 is the vector potential along the bond with

P
`
A`,`+1 =

�. The current operator is then given by j
s

`
= � @H

@A`,`+1

��
A!0

. Furthermore, the diamagnetic

term can be obtained as @
2
H

@A2

��
A!0

= Hkin where Hkin is the hopping part of the Hamiltonian
(1.2).

The transport coe�cients relate the currents to the gradients in temperature and magnetic
field ✓

J th

J s

◆
=

✓
th C

th
s

C
s

th �s

◆✓
�rT

rh

◆
(2.5)

with th being the thermal conductivity and �s the spin conductivity. The coe�cients C
th
s

and C
s

th describe the creation of a thermal current due to a magnetic field gradient and of
a spin current due to a thermal gradient, respectively. The latter is the spin Seebeck e↵ect
which has been studied in much detail for ferromagnets in the field of spintronics. From the
Onsager relation [1] it follows that Cth

s = TC
s

th.
The, in general, complex and frequency dependent transport coe�cients are decomposed

as, for example,
�
0
s(k = 0,!) = 2⇡Ds�(!) + �

reg
s (!) (2.6)

where �
0
s(k,!) denotes the real part of the spin conductivity at momentum k and frequency

!. Ds is the spin Drude weight, and �
reg
s (!) the regular part of the conductivity. We can

write down a similar decomposition for the thermal conductivity th(!). A non-zero Drude
weight signals ballistic transport, i.e. a diverging dc conductivity. Physically, this means that

3
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Thermal and Spin conductivities: 

𝜅�� 𝜎�
Drude weight can be obtained from real-time 
equilibrium current-current correlation function:

𝐥𝐢𝐦
𝒕→W

𝟏
𝒕
d
𝟎

𝒕
𝒅𝒕Y < 𝑱 𝒕Y 𝑱(𝟎) >

Thermal current: 𝒯QR = 𝒯- − 𝒯7
Energy and spin currents 

Bertini, et. al. Rev. Mod. Phys. 93, 025003 (2021)
Sirker, SciPost Phys. Lect. Notes 17, 2020

x𝐷 ≠ 0	
𝐷 = 0  insulator

conductor ballistic 



Linear response theory 

Bertini, et. al. Rev. Mod. Phys. 93, 025003 (2021)
Nardis, Bernard, Doyon, SciPost Phys. 6, 049 (2019)

𝛼 → 0

−1 < 𝛼 < 0

𝛼 > 0

𝝈1(𝝎 → 𝟎)~|𝝎|𝜶 𝜶 = −𝟏Conductor:

𝜔
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In writing Eq. (2.15) we take for granted that the Mazur equality remains valid in the ther-
modynamic limit, i.e., that we can take the limit N ! 1 first before taking t ! 1 as is
required in thermodynamics. Physically this is fairly obvious since the current density-density
correlator hj`(t)j0(0)i is only non-zero (up to exponentially small tails) within the light cone
set by the Lieb-Robinson bounds. I.e., for any time t it is su�cient to consider a finite system
of size N � vLRt where vLR is the Lieb-Robinson velocity. This point is discussed in more
detail in Ref. [6]. We will see later that Eq. (2.15) is proportional to the Drude weight D(T ).

If J is a local operator—this is the case for the XXZ chain considered here—then hJQki2 ⇠
N

2. Therefore only those conserved charges contribute to the Mazur bound in the thermo-
dynamic limit for which

hQ2
k
i ⇠ N . (2.16)

Operators who fulfill the strict locality condition, Eq. (2.7), also fulfill the condition (2.16).
Additional conserved charges, however, can exist which are not of the form (2.7) but do
fulfill Eq. (2.16). These charges are sometimes called quasi-local and play an important role
in understanding the spin transport properties of the XXZ chain. In addition to conserved
charges which are local in the sense of Eq. (2.16), every quantum mechanical system also has
an infinite number of non-local conserved charges. An example are the projectors Pn = |nihn|
onto the extended eigenstates |ni of the system. Such charges, however, do not a↵ect the
transport properties of the system.

2.2 Kubo formula

Next, we want to discuss how to calculate the spin conductivity �s(!) in linear response and
how to relate Eq. (2.15) to the Drude weight. The Kubo formula is obtained straightforwardly
in linear response theory and is given by

�s(!) =
i

!


hHkini
N

� i

N

Z 1

0
dt ei!th[J s(t),J s(0)]i

�
. (2.17)

The first term is the diamagnetic contribution while the second term is the retarded current-
current correlation function. For a derivation see, for example, the textbook by Mahan [1].
Using again a spectral representation, we can perform the integral over time and obtain

�s(!) =
i

!N

"
hHkini+

X

n,m

(pn � pm)|hn|J s|mi|2

! � (Em � En) + i�

#
(2.18)

with pn = exp(��En)/Z and � = 1/T . We now use the relation

1

!

1

! + E
=

1

E

✓
1

!
� 1

! + E

◆
(2.19)

to split Eq. (2.18) into two parts

�s(!) =
i

!N

"
hHkini+

X

n,m

(pn � pm)

En � Em

|hn|J s|mi|2
#
� i

N

X

n,m

(pn � pm)

En � Em

|hn|J s|mi|2

! � (Em � En)
.

(2.20)
The term in the square brackets is the charge or Meissner sti↵ness �s. It can be obtained

from the free energy f(�) of an XXZ ring with a flux � through the ring by �s = @
2
f

@�2

��
�=0

.
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The charge sti↵ness is proportional to the superfluid density ns(T ) which is zero in the ther-
modynamic limit for a strictly one-dimensional system.

We now take the real part of the last term in Eq. (2.20) using the relation
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� i⇡�(! � E) (2.21)

to obtain
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Comparing with Eq. (2.6) we see that the first term in the second line is proportional to the
Drude weight while the second term describes the regular part.

Using a spectral representation it is also straightforward to show that Eq. (2.22) can be
rewritten as a time-dependent current-current correlation function

�
0
s(!) =

1� e��!

2!N

Z 1

�1
ei!thJ s(t)J s(0)i . (2.23)

This relation is known as the fluctuation-dissipation theorem because for generic, non-integrable
models it connects the current-current fluctuations to the dissipative part of the conductivity.

For an integrable system, we can split the correlation function into a ballistic part which
persists at infinite times and a regular part which decays in time

C(t) = lim
N!1

hJ s(t)J s(0)i/N = lim
t!1

lim
N!1

hJ s(t)J s(0)i/N
| {z }

(J sJ s)1

+C
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s (t) . (2.24)

Here C
reg
s (t) is a function which vanishes for t ! 1 and gives a non-singular contribution to

the conductivity �
0
s(!). Plugging (2.24) into (2.23) yields

�
0
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1� e��!
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Z 1
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dt ei!t [(J sJ s)1 + C

reg
s (t)]

= 2⇡
(JJ )1

2T
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1� e��!
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C

reg
s (!) . (2.25)

Comparing with the definition of the Drude weight and the regular part of the conductivity
(2.6) we find the important relation

Ds =
(J sJ s)1

2T
= lim

t!1
lim

N!1

1

2NT
hJ s(t)J s(0)i . (2.26)

I.e., we have now shown that the expression in (2.15) is indeed the Drude weight and that
this quantity is directly related to the part of the current which does not decay. Furthermore,

�
reg
s (! ! 0) = �

Z 1

0
dtC

reg
s (t) = �s(�)Ds (2.27)
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Ballistic, super diffusive and diffusive spin transport 

Wei, et. al. Science 376, 716 (2024)
Scheie, et. al. Nat. Phys. 17, 726 (2021);                                           
Gopalakrishman, et. al., PRL 122, 1272020 (2019) 
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Easy axis     ∆> 1:  DW  𝐷[\ = 0,  sub-ballistic transport
Isotropic point ∆= 1:   super diffusive transport 

Spin chain 

LETTERSNATURE PHYSICS

(reproduced in the Supplementary Information). A theoretical 
scenario for how KPZ dynamics emerges in the Heisenberg chain 
has been proposed22.

This universality class originates from the classical nonlinear 
stochastic partial differential equation of the same name4, ini-
tially introduced to describe the evolution in time of the profile 
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The charge sti↵ness is proportional to the superfluid density ns(T ) which is zero in the ther-
modynamic limit for a strictly one-dimensional system.

We now take the real part of the last term in Eq. (2.20) using the relation
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to obtain
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Comparing with Eq. (2.6) we see that the first term in the second line is proportional to the
Drude weight while the second term describes the regular part.

Using a spectral representation it is also straightforward to show that Eq. (2.22) can be
rewritten as a time-dependent current-current correlation function

�
0
s(!) =

1� e��!

2!N

Z 1

�1
ei!thJ s(t)J s(0)i . (2.23)

This relation is known as the fluctuation-dissipation theorem because for generic, non-integrable
models it connects the current-current fluctuations to the dissipative part of the conductivity.

For an integrable system, we can split the correlation function into a ballistic part which
persists at infinite times and a regular part which decays in time

C(t) = lim
N!1

hJ s(t)J s(0)i/N = lim
t!1

lim
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Here C
reg
s (t) is a function which vanishes for t ! 1 and gives a non-singular contribution to

the conductivity �
0
s(!). Plugging (2.24) into (2.23) yields
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Comparing with the definition of the Drude weight and the regular part of the conductivity
(2.6) we find the important relation

Ds =
(J sJ s)1

2T
= lim

t!1
lim

N!1

1

2NT
hJ s(t)J s(0)i . (2.26)

I.e., we have now shown that the expression in (2.15) is indeed the Drude weight and that
this quantity is directly related to the part of the current which does not decay. Furthermore,

�
reg
s (! ! 0) = �

Z 1

0
dtC

reg
s (t) = �s(�)Ds (2.27)
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Super diffusive spin transport 
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Such quantum control enabled us to pre-
pare spin domain walls (16, 17, 43, 44) by
spatially addressing half of the system. Sub-
sequently, we prepared high-entropy states
by globally rotating the spins away from the
Sz axis by using a resonant microwave pulse
and then locally dephasing them by project-
ing a site-to-site random spin-dependent po-
tential, which we modified from shot to shot
(41) (Fig. 1C). More precisely, our experiments
focused on tracking spin dynamics, starting
from a class of initial states containing a spin
domain wall with magnetization difference
2h in themiddle of the spin chain—i.e., half of
the system has magnetization h; the other
half has magnetization −h. In the infinite-
temperature limit, h → 0, the relaxation of
such states yields linear response transport
coefficients, as the derivative of the spin pro-
file is precisely the dynamical spin structure
factor (16, 17).
To probe 1D spin dynamics in our system, we

rapidly quenched the lattice depth along 1D
tubes with a length of 50 sites, which suddenly
increased the spin-exchange coupling from
zero to J=ℏ ¼ 64 1ð Þs$1 (where ℏ is Planck’s
constant divided by 2p). After tracking the
spin dynamics for up to ~45 spin-exchange
times t ¼ ℏ=J, we removed one spin compo-
nent and measured the remaining occupation
via fluorescence imaging (Fig. 1B).

Superdiffusive spin transport

To explore the nature of anomalous spin trans-
port in the 1D Heisenberg model, we initialize
the spins in a high-entropy domain-wall state
with h ¼ 0:22 2ð Þ. We characterize the subse-
quent spin transport by measuring the polar-
ization transfer, P(t), defined as the average
total number of spins that have crossed the
domain wall by time t (41). The emergence of

hydrodynamics is characterized by the power-
law scaling of P tð Þ ∼ t1=z and immediately en-
ables us to extract the underlying dynamical
exponent z. As depicted in Fig. 2A, the data
exhibit a superdiffusive exponent, z ¼ 1:54 7ð Þ,
consistent with KPZ scaling. By comparison,
neither a diffusive (z = 2) nor a ballistic (z = 1)
exponent accurately captures the observed dy-
namics (Fig. 2B) (41). Somewhat surprisingly,
we also observe a superdiffusive exponent of
z ¼ 1:45 5ð Þupon changing the initial state to a
near-pure domainwall withh ¼ 0:95 2ð Þ (fig. S8)
(26, 41, 44–46).
To further explore the superdiffusivedynamics,

we investigate the spatially resolved spin profiles

at h ¼ 0:22 2ð Þ. Our experimental observations
are in quantitative agreement with simu-
lations based on tensor-network numerical
techniques (41, 46, 47) and conform to KPZ
dynamics (Fig. 2A). Crucially, when appro-
priately rescaled by the dynamical exponent,
all of the observed spatiotemporal profiles
collapse onto a scaling form consistent with
the KPZ scaling function (Fig. 2C).

Microscopic origins of superdiffusion

To understand why the combination of inte-
grability and nonabelian symmetry leads to
emergent superdiffusive transport, it is instruc-
tive to first consider the transport dynamics on
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Fig. 2. Superdiffusive spin transport in a high-temperature Heisenberg chain. (A) The polarization
transfer for a domain-wall initial state with a contrast of h ¼ 0:22 2ð Þ grows as a power law [P tð Þº t1=z]
with a fitted exponent z ¼ 1:54 7ð Þ (solid line), indicating superdiffusive transport. The experimental
data are consistent with numerical Heisenberg-model simulations (41) (dashed line). The insets show the
averaged spin profiles 2Szj tð Þ at times t/t = 0, 10, 26, which are compared to simulations (dashed lines).
(B) Polarization transfer in a double-logarithmic plot. The solid lines are power-law fits with fixed exponents,
where a distinction between z = 3/2 (green) and both z = 2 (brown) and z = 1 (blue) is visible. (C) When
rescaling time by the inverse dynamical exponent, the spatial spin profiles at times t/t = 5 to 35 (light to dark
green) collapse to a characteristic shape consistent with the integrated KPZ function. Error bars denote SEM.

Fig. 1. Hydrodynamic transport
in Heisenberg chains and
schematic of the experimental
system. (A) Dynamical exponents
for finite-temperature Heisenberg
chains. Whereas integrable
systems typically display ballistic
transport (magnetized chains,
d > 0), nonintegrable systems
are generically diffusive (2D
Heisenberg model, J⊥ > 0). For
unmagnetized Heisenberg chains,
transport is expected to fall
into the KPZ universality class
with a superdiffusive exponent
z = 3/2. (Inset) By measuring polarization transfer P(t) across a domain
wall, we directly observe these transport regimes: superdiffusion in the
unmagnetized case (green), ballistic transport at finite net magnetization
(blue), and diffusion in two dimensions (orange). Exponents are extracted by
fitting P tð Þº t1=z; for the ballistic case, we additionally fit a vertical intercept
to account for transient initial-time dynamics. Error bars denote SD of the fit.
(B) In each experimental run, we measure the spin states of a Heisenberg

chain (top) by removing one spin species (center) and imaging the atomic
site occupation (bottom). (C) The Heisenberg chains are achieved in a
2D atomic Mott insulator (analysis region depicted) with controllable
interchain coupling. Our setup allows us to prepare domain walls with
high-purity h (left and middle columns) and low-purity h (right). We
measure the time evolution of both ↑j i (top) and ↓j i (middle and bottom
rows) atoms to extract the polarization transfer.
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𝑷𝑳,𝑹 𝒕 = 𝟐 %
𝒊#𝑳,𝑹

𝑺𝒊𝒛 𝒕 − 𝑺𝒊𝒛 𝟎

𝑷 𝒕 = (𝑷𝑳 𝒕 − 𝑷𝑹 𝒕 )/𝟐 ∝ 𝒕𝟏/𝒛

Polarization

Super diffusive transport  in Heisenberg chain at high T 

(A) The polarization transfer for a domain wall 
initial state with a contrast  𝜂 = 0.22.	
The	insets	show	spin	pro¹iles 2𝑆. 𝑡 	at 
t=0, 10, 26 J/h
(B)Polarization transfer in log-log plot
(C)Spatial spin profiles at times t=5-35 j/h  



Quantum transport in 1D Hubbard model

𝐽$
𝐽"
𝐽%

=
𝜎$……
…𝜎" 	…
……𝜎%

𝛻𝜇
𝛻ℎ
−𝛻𝑇

Kubo formula for interacting electrons 

perturbationresponse

dynamic process          equilibrium problem             

Re(𝜎) 𝑘 = 0, 𝜔 = 𝜎!= 2𝜋𝐷𝛿 𝜔 + 𝜎"#$(𝜔)

𝐷 =[
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𝑄��
, 𝐷� , 𝐷�, 𝐷» 	…	

𝐽M  : charge current

𝐽N :  spin current

𝐽O  :  kinetic current

leading subleading
∆↓ ∆↑
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"#$
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"

𝑗 𝑛"↑
Breakdown integrability

Nichols et. al., Science 363, 383 (2019)
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+
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	 𝑬
𝑳
= 𝑬𝟎 +

𝑬𝟏
𝑳
+ 𝑬𝟐

𝑳
+ 𝑬𝟑

𝑳
+…

𝑫(𝒍) =
𝑳𝒍

𝟐𝒁
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𝒍
𝒆~𝜷𝑬𝒊

𝝏𝒍�𝟏𝑬𝒊
𝝏𝝓𝒍�𝟏 f𝝓𝒄,𝒔Â𝟎

(𝑛↓ + 𝑛↑) → 𝐷8: 𝜙↑ = 𝜙↓ = 𝜙8
𝑛↑ − 𝑛↓ → 𝐷7: 𝜙↑ = −𝜙↓

Inducing flux for spin & charge: Two U(1) symmetries  

Twisted boundary condition: 𝑐Ã��,Ä
Å = eÆÇZ𝑐�,Ä

Å

Linear 𝐷($)∼ 𝐽 𝑡$ 𝐽 𝑡A
Nonlinear 𝐷(B)∼ 𝐽 𝑡$ 𝐽 𝑡A 𝐽 𝑡B 𝐽 𝑡[
 𝐷(N)∼ 𝐽 𝑡$ ……𝐽 𝑡N*$

𝜙↓ 𝜙↑

for charge

for spin

Guan, Yang, Nucl. Phys. B 512, 601 (1998) 

Luo, Pu, Guan, PRB 107, L201103 (2023)
Luo, Pu, Guan, arXiv: 2307.00890



bare charge 𝑞 interaction 

dressing 

𝑞ghi = I − 𝑩 gj
kl ∗ 𝑞j

related to TBA kernels
numerically

𝒒𝜶𝒅𝒓Dressed charge: 𝒙𝟏 = 𝒈𝟏𝒙𝝓; 𝒙𝒏 = 𝒈𝒏𝒙𝝓𝒏/𝒏!

New result 

𝒚𝟏 = 𝒈𝟏
𝒚𝝓; 𝒙𝒏 = 𝒈𝒏

𝒚𝝓𝒏/𝒏!

𝒛𝟏 = 𝒈𝟏𝒛𝝓; 𝒙𝒏 = 𝒈𝒏𝒛𝝓𝒏/𝒏!

𝜃f = 𝜃fW +
𝑥f	$
𝐿

+
𝑥f	)
𝐿)

+
𝑥f	C
𝐿C

+ ⋯



Bare charges 𝑞

particle number ,  magnetization number,      energy

𝑞ghi = I − 𝑩 gj
kl ∗ 𝑞gmnio

Dressed charges 𝑞ÍÎ	at T=0 (𝑘 − Λ strings are gapped)

𝑞ÄÏÐÎÑ:



Beyond the bosonization result: finite magnetic field at T=0

Bosonization 
at 𝐻 = 0

Drude weight
at 𝐻 ≠ 0, 𝜇 ≠ 0
for	Phase	IV

Susceptibility
at 𝐻 ≠ 0

Crossing Luttinger parameters: 𝐾87 , 𝐾78  

spin rotation symmetry 𝐾7 = 1

General result:
arbitrary 𝑯, 𝝁
For all phases

Contributions from another 
degrees of states

{𝒁𝜶𝜷}	 𝐚𝐫𝐞	𝐭𝐡𝐞	𝐝𝐫𝐞𝐬𝐬𝐞𝐝	𝐜𝐡𝐚𝐫𝐠𝐞𝐬

𝑞j
6,HU=𝜉66,         𝑞k

6,HU=𝜉6B

𝑞j
B,HU=𝜉66 − 2𝜉B6,    𝑞k

B,HU=𝜉6B −2𝜉BB

New Result 



𝐟𝐫𝐞𝐞	𝐥𝐚𝐭𝐭𝐢𝐜𝐞

Luttinger parameters v.s. Dressed charges

Phase II

Phase IV

Phase V

𝐾M = 𝑞)
M,RST = ZMMT = 1

𝐾M =
𝑞)
M,RST

2 =
ZMMT

2 	

𝐾N =
𝑞U
N,RST

4 = ZNNT
V"W1

2

𝐾N =
𝑞U
N,RST

2 =
ZMN − 2ZNN T

2
V"W

1

𝐾MN =
𝑞U
M,RST

2
=
ZMNT

2
V"W

0

𝐾NM =
𝑞)
N,RST

2 =
ZMM − 2ZNM T

2
V"W

0

Cover the  bosonization result 
at vanishing magnetic field. 

𝐵 = 0.6, 𝑢 = 1

spin chain

free lattice

{𝒁𝜶𝜷}	 𝐚𝐫𝐞	𝐭𝐡𝐞	𝐝𝐫𝐞𝐬𝐬𝐞𝐝	𝐜𝐡𝐚𝐫𝐠𝐞

𝐗𝐗𝐗	𝐬𝐩𝐢𝐧	𝐜𝐡𝐚𝐢𝐧

For fixed B and u



Dressed charges at infinite interaction

Phase IV 𝐾M =
𝑞)
M,RST

2
=
ZMMT

2
	

𝐾N =
𝑞U
N,RST

2 =
ZMN − 2ZNN T

2

𝐾MN =
𝑞U
M,RST

2 =
ZMNT

2
M"$

0

𝐾NM =
𝑞)
N,RST

2 =
ZMM − 2ZNM T

2
M"$2𝑚T

𝑛MT

Drude Weights displays a feature 
of  spin charge coupling! 

DWs v.s. interaction for fixed n and m 

DWs essentially depends on 
polarization and filling factor!

M"$1
2

𝑣N
M"$

0

𝑣M
M"$

2 sin(𝜋𝑛M)

Subtle spin 
polarization! 
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Linear Drude weight at finite temperature

• Universal laws in TLL

𝐷M,N =K
X"),U,)%U

1
2𝜋

𝑞X
Y,Z	\] T

𝑣X L^
+
𝜋𝑇T

12
𝜕T

𝜕𝜖T
𝑞X
M,N	RS T

𝑣X L
_ ^ "W

• Phase diagram: characteristic of Luttinger liquid

𝑫𝒄 𝑫𝒔

𝒌 − 𝚲 strings has no contribution• Universal laws in TLL

• Dressed charges: Density, magnetization, energy

New Result



Universal scaling laws at quantum criticality

• II-IV 𝐷^ =
2

𝜎 0
𝑞^_` 0
2𝜋

A
𝜀11 0
2

𝑓$/A
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• III-V 𝐷^ =
2

𝜎 0
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A
𝜀11 0
2 𝑓$/A

General !

Also applied to other systems
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𝜋
(
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"
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New Result



Universal scaling for phase transition from II to IV

Universal scaling for phase transition from IV to V

Excellent agreement between numerical and analytical results!



Nonlinear Drude weight
• Universal laws at ground state

𝐷(k) =K
𝜕T

𝜕𝜀T 2𝜌*𝑔#l ̇𝜀k L
_"W

−
𝜕
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_"W
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_"W

C B

A
𝒗,𝒎, 𝝀… 𝒒, �̇�, �̈� … 𝝆, �̇� …for nonlinear DW
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𝑞l𝑣k

𝜋
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• Universal laws in TLL area

𝐷(k) = 𝐴 −
𝜕𝐵
𝜕𝜀 +

𝜕T𝐶
𝜕𝜀T L

_"W
+
𝜋T𝑇T

6
𝜕T

𝜕𝜖T 𝐴 −
𝜕𝐵
𝜕𝜀 +

𝜕T𝐶
𝜕𝜀T L

_"W

2𝜋𝜌m𝑔# = 𝑞RS,
𝑔n = 𝑔#𝜕𝑔n%#	/𝑛

𝒗: 𝒅𝜺/𝒅𝒑      velocity
𝒎:𝒅𝟐𝜺/𝒅𝒑𝟐  mass
𝝀: 𝒅𝟑𝜺/𝒅𝒑𝟑    ?

Linear DW only 
depends on q and v

𝐷(() =p
1
2𝜋 𝑞345

"𝑣3 r6

𝒙𝟏 = 𝒈𝟏𝝓; 𝒙𝒏 = 𝒈𝒏𝝓𝒏/𝒏!



The general features in linear and nonlinear Drude weight

linear three order nonlinear higher order nonlinear

T=0 results 𝐷G
($) 𝐷G

(C) 𝐷G
(n), 𝑙 > 3

parameters 𝑞HU , 𝑣 𝒒𝒅𝒓, �̇�HU , �̈�HU; 𝒗, 𝑚, 𝜆; 𝜌, �̇� 𝜕n/$𝑞HU , 𝑑n𝜀/𝑑𝑝n, 𝜕n/)𝜌

TLL areas
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6
𝜕)

𝜕𝜖)
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6
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𝐷G
(C) 𝐷G

(n) +
𝜋)𝑇)

6
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𝜕𝜖)
𝐷G
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Conjecture
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System Description:
• Two component fermions trapped in a 

1D optical lattice with open boundary 
conditions. 

• The system is governed by the 
Hubbard Model with nearest 
neighboring sites tunneling (t) and on-
site interaction (U). 

• It has ! sites, " particles (or fermions), 
and "↑spin up fermions

• Additional weak harmonic trap 
centered at the system center.  

• Initial state is the ground state of the 
Hamiltonian: 

System

! = −$%
!
&!"# &!$%" + !. &. + )%

!
*!↑*!↓ + Ω%

!
,!(*!

,! =
-
2 − /

• Prior to evolution the trap center is 
shifted by a displacement #. 

• The evolution is governed by the 
Hamiltonian: 

! = −$%
!
&!"# &!$%" + !. &. + )%

!
*!↑*!↓ + Ω%

!
(,! − 1)(*!

𝐻! = −$
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Quench 

Motion of the center of the charge and spin 



Motion of the center of the charge and spin 

Decreasing
Interaction 
strength

Charge

Spin Up

Spin 
Polarization
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Center of mass for: 
charge, spin up and spin 
polarization as a function 
of time

• From spin up COM: 
• Frequency of oscillation 

remains nearly the same for 
both spin balanced and 
imbalanced

• The amplitude of oscillation 
and center of oscillation 
changes 
• With spin imbalanced 

case shifting to system 
edges. 
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polarization as a function 
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• Expressions of the center of mass 
for each case:
• !'() = ∑*

+6,6
- ; 

• 	!'()↑ = ∑*
+6,6↑
- ; 

• 	!'()/ = ∑*
+6(,6↑0,6↓)

- .
• where: !* = ⁄1 2− '

• Note: COM calculations for spin 
polarization is possible as the 
values are only positive 
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Spin transport in a Mott insulator in Hubbard model

Nichols et. al., Science 363, 383 (2019)

2

FIG. 1. Creating spin textures in a homogeneous Fermi-Hubbard system. (A) A diagram of the optical potentials
used to confine the atoms, and the tilted lattice potential experienced by the two spin states |"i (red) and |#i (blue) in the
presence of a magnetic field gradient. (B-D) Raw fluorescence images of the parity-projected total density n̂s

tot for total
densities hn̂i < 1, hn̂i = 1, and hn̂i > 1, respectively, which have been prepared adiabatically in the presence of the magnetic
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Here, t and U denote the nearest-neighbor tunneling am-
plitude and on-site interaction energy, respectively; hi, ji
represents nearest-neighbor sites i and j; µ" (µ#) is the
chemical potential of atoms in state |"i (|#i); ix repre-
sents the x-coordinate of lattice site i; and �" (�#) repre-
sents a possible spin-dependent tilt of the potential along
the x-direction for state |"i (|#i). The operators ĉ

†
�,i (ĉ�,i)

are the fermion creation (annihilation) operators for spin
� = ", # on lattice site i, and n̂�,i = ĉ

†
�,iĉ�,i is the num-

ber operator on site i. To measure the spin transport
coe�cients �S and DS at half-filling, we apply a spin-
dependent force derived from a magnetic gradient along
�x̂ (Fig. 1A). The magnetic gradient gives rise to a lin-
ear tilt in the potential energy of �"/h = 41.1(8) Hz/site
and �#/h = 15.4(3) Hz/site. This tilt has the same sign

for atoms of both spins but di↵ers in magnitude. The
Hubbard parameters t and U have typical values given
by t/h ⇠ 100 Hz and U/h ⇠ 1 kHz, and their ratio is
varied using the depth of the optical lattice.

We first measure the spin di↵usion coe�cient by
preparing the sample adiabatically in the presence of the
magnetic gradient. The equilibrium density profile can
be understood through the local density approximation
(LDA). Under LDA, the local chemical potential µ�,j de-
creases linearly along the x-direction with slope ��, for
� = ", #. For a weakly interacting system, one expects the
densities of both spins to decrease monotonically along
x̂. This is observed in fluorescence images of samples
below and above half-filling, shown in Fig. 1, B and D,
respectively. In Fig. 1D, doubly occupied sites appear as
holes because of light-assisted collisions during the imag-
ing process [45], so that the left side of the box region,
where the density is highest, appears empty. At half-
filling, however, the large charge gap of order U present
in the Mott-insulating regime suppresses the formation of
double occupancies as long as �",# ⌧ U , so that the av-
erage density remains homogeneous throughout the sam-
ple (Fig. 1, C and E). This directly demonstrates the
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regime where NLCE is expected to converge at half-filling
over the range of t/U explored here [23, 49, 50].

The equilibrated samples with a spin density gradient
provide the starting point for subsequent measurements.
Because the initial spin density gradient is small, it acts
as a small perturbation to the untilted scenario, ensur-
ing that we are probing properties of the homogeneous
system in linear response. After the sample has been pre-
pared at a fixed value of t/U , the magnetic gradient is
suddenly switched o↵. Following this quench, the system

begins to relax back to equilibrium, where
D
Ŝz,j

E
= 0

everywhere. Figure 2, A to F, shows the decay of the
spin density gradient after the quench for t/U = 0.23(1).
This relaxation implies that a spin current JS must be
present. To obtain JS from the measured spin profiles,
we define the spin density imbalance, I(⌧), at time ⌧

after the quench as

I(⌧) =
X

L

D
Ŝz,j(⌧)

E
�
X

R

D
Ŝz,j(⌧)

E
(2)

where
P

L,R denotes summation over the left and right
halves of the box. Using the continuity equation for the
spin density, one can relate I(⌧) to the spin current JS

at the center of the box (j = 0) via JS(⌧) = �a
2

d
dtI(t)

���
⌧
,

where a is the lattice spacing.
Figure 2G shows I(⌧) measured for several values of

t/U . For all values of t/U explored, I(⌧) decays to zero.
We have verified that the e↵ects of lattice heating dur-
ing this decay are negligible relative to the experimental
uncertainty in the measurement [44]. I(⌧) is then fitted
to an exponential curve, and the spin current JS is ob-
tained through the time derivative of the fit. To connect
JS with the spin transport coe�cients, we first exam-
ine the dependence of JS on the spin density gradient at

the center of the box, r
D
Ŝz,j=0

E
. By extracting both

quantities for a fixed t/U at various times ⌧ , we have ac-

cess to the dependence of JS on r
D
Ŝz,j=0

E
over a large

range of values (Fig. 2H). We find that to within exper-

imental error, JS is linearly proportional to r
D
Ŝz,j=0

E
.

This implies that the spin dynamics are di↵usive, so that

JS = DSr
D
Ŝz,j=0

E
, where DS is the spin di↵usion co-

e�cient. The di↵usive nature of the dynamics is also in-
dependently probed by a measurement of the power-law
dependence of the decay time of I(⌧), at a fixed value of
t/U , on the system size L [44].

Figure 3 shows the measured spin di↵usion coe�cient
DS of the half-filled, homogeneous Hubbard model as
a function of t/U , in units of the quantum scale for
mass di↵usion D0 = ~/m, where m = ~2

/ta
2 is the

e↵ective mass in the tight-binding limit. For all data
in the strongly interacting regime (t/U  0.125), the
spin di↵usion coe�cient lies below the scale of quantum-
limited mass di↵usion D0. In this range, the depen-

dence of DS/D0 on t/U is linear, implying DS / t
2
/U .

From a linear fit constrained to go to zero di↵usion at
t/U = 0 (Fig. 3), we obtain ~DS = 6.2(5) a

2
t
2
/U . This

t
2
/U scaling can be partially understood by consider-

ing the Heisenberg limit of the half-filled Fermi-Hubbard
model, where spins interact with an exchange coupling
Jex = 4t

2
/U called the super-exchange energy. Because

Jex sets the energy scale in this limit, the e↵ective spin
mass is given by mS ⇠ ~2

/Jexa
2 ⇠ mU/t [29]. Spin ex-

citations are thus parametrically more massive than m.
For quantum-limited transport, the spin di↵usion coe�-
cient DS is given by ~/mS , giving rise to the t

2
/U scal-

ing. Although this argument gives the correct scaling, the
Heisenberg prediction for the spin di↵usion coe�cient at
temperatures much larger than Jex is

~DS = 4
p

⇡/20 a
2
t
2
/U ⇡ 1.6 a

2
t
2
/U (3)

[8, 51, 52], lower than experimentally observed (Fig. 3).
This is not surprising, as the Heisenberg model does not
capture quantum or thermal doublon-hole fluctuations of
the Fermi-Hubbard model, which arise from states with
energies greater than U [9]. Doublon-hole fluctuations
can increase spin di↵usion because spins can move di-
rectly from occupied to empty sites, or can trade places
with doublons; both processes occur at a rate set by
t. Because doublon-hole fluctuations are admixed into
the wave function of the system with an amplitude pro-
portional to t/U in the strongly interacting regime, the
overall scaling of this mechanism is again proportional
to t

2
/U . As shown in Fig. 3, for weaker interaction

strengths (t/U > 0.125), the di↵usivity DS/D0 increases
faster with t/U than what is given by this initial linear
slope.

To gain further insight, we developed a method to
calculate the spin conductivity and di↵usivity through
real-time current-current correlation functions within the
NLCE technique [44]. This method avoids the ill-posed
problem of analytic continuation from imaginary-time,
as required in DQMC, and is immune to finite-size ef-
fects. These calculations thus give unbiased estimates of
transport coe�cients in the thermodynamic limit. When
comparing the experimental data to the calculations, the
only fixed parameter is the entropy per particle, which
is independently determined from the measured uniform
spin susceptibility. As shown in Fig. 3, the theoretical
estimate of the spin di↵usivity (blue curve) captures the
essential behavior of the experimental data as a function
of t/U . However, the theoretical calculations system-
atically underestimate the experimental di↵usion coe�-
cient. One possible source of this discrepancy arises from
limited access to real-time correlation functions for times
longer than ⇠ ~/t. In practice, a cuto↵ on the order of
⇠ ~/t is used when calculating the direct current (DC)
transport coe�cients, which can lead to systematic er-
rors. For example, in the Heisenberg limit, one expects
real-time correlations to extend out to times ⇠ ~/Jex,
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FIG. 4. Spin conductivity of the half-filled Fermi-Hubbard system versus t/U . The measured spin conductivity at
half-filling from the initial spin current in an applied magnetic gradient (red squares) and from the measured spin di↵usion
coe�cient using the Einstein relation �S = DS� (black circles). A linear fit to data points with t/U < 0.09 is represented by
the black dot-dashed line. The vertical error bars represent the 1� statistical uncertainty of the measurements; the horizontal
error bars represent the 1� statistical error in the calibrated value of t/U . The data have been corrected for finite detection
fidelity associated with the imaging process of the two spin states [44]. The blue solid line is the result obtained for ~�S at
constant entropy using an NLCE calculation of the real-time spin current-current correlation function for the Hubbard model,
with an entropy per particle of 1.1kB [44].

behavior of the spin conductivity with t/U qualitatively,
but are systematically lower than the experimental data,
for the same potential reasons discussed previously in the
context of the di↵usion coe�cient. Given the substantial
challenges associated with calculating the DC limit of
the spin conductivity, the experimental data provide a
valuable benchmark for future theoretical calculations.

Our study of spin transport can be readily extended
in many ways. For example, one can explore the tem-
perature dependence of the spin resistivity, which could
display linear behavior reminiscent of charge transport
in bad metals. One can also investigate the e↵ect of
doping away from half-filling (e.g., at optimal doping),
where superconducting fluctuations or a strange metal
phase could be present in experimentally attainable con-
ditions. Through simultaneous measurements of both the
spin and charge dynamics, such experiments could eluci-
date the intricate interplay between these two degrees of
freedom in the Fermi-Hubbard model.
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Conclusion and discussion 
1. The 1D repulsive Hubbard model exhibits novel phases of Luttinger liquids and phase 

transitions driven by either external potentials or interaction. 

2. The spin and charge Drude weights at low temperature have been analytically 
obtained, showing universal ballistic transport with spin polarization.

3. We have built up  exact relations between Luttinger parameters and dressed charges.

4. The universal scaling laws of the Drude weight at quantum criticality obtained shed 
light on non-Fermi liquid behaviour.

Thanks for your listening!

The decade-old 1D Hubbard model continues to yield new and exciting physics!


