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Abstract: The Markov gap [1], namely the difference between reflected entropy and
mutual information, is explicitly computed in the defect extremal surface model, JT gravity,
and the generic 2d extremal black holes, in vacuum states. The phases that contain various
island contributions are considered, and their existence is carefully checked. Moreover, we
show explicitly how the Markov gap originates from the OPE coefficient of the boundary
CFT. And, as a generalization of [1], the lower bound of the Markov gap is given by c

3 log 2

times the number of EWCS boundaries on minimal surfaces. We propose a boundary way
of counting the lower bound for the Markov gap, which states that the lower bound is given
by c

3 log 2 times the number of gaps between two boundary regions in vacuum states. We
discuss the limitation and possible generalization of the boundary counting, and its relation
to tripartite entanglement.
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1 Introduction

The von Neumann entropy is an excellent measure of quantum entanglement between two
subsystems in a pure state and thus is usually referred to as entanglement entropy. Based
on the development in holographic entanglement entropy [2–5], the island formula for en-
tanglement entropy is proposed as [6–10]

S(A) = min extIA

[
Area(∂IA)

4GN
+ Sbulk(A ∪ IA)

]
, (1.1)

where the region IA is known as A’s island as it separates from A, the second term is the
quantum entanglement of bulk matter. (1.1) stems from the QES formula for holographic
entanglement entropy in AdS/CFT correspondence [5], and is derived via gravitational path
integral in a specific JT gravity [10]. With (1.1), the unitary Page curves for many black
holes have been successfully recovered, making significant progress toward the information
paradox.1

However, the von Neumann entropy ceases to be a good measure of entanglement for
tripartite systems, or the mixed states. A measure of entanglement for mixed states is of
significant importance, as it can be used to probe the entanglement structure of the state,
and, on the other hand, the states we encounter are not always pure.

Many quantities have been proposed to measure the bipartite correlation in mixed
states and in tripartite systems, such as mutual information, entanglement of purification
Ep [37–39], balanced partial entanglement (BPE) sBPE [40, 41], logarithmic entanglement
negativity E [42–47], odd entanglement entropy [48], and reflected entropy SR [49]. Many
quantities in boundary CFT are found to have a geometric description in the dual gravity
side in terms of the entanglement wedge cross-section (EWCS) EW [38, 50], for instance,
Area[EW ]/4GN = 2

3E = Ep = 1
2SR = sBPE for holographic CFT in the ground state.

One can define the UV-regular version of these quantities, i.e. g = 2Ep − I and
h = SR − I [51], where I(A : B) is the mutual information. In particular, non-vanishing
g and h imply non-trivial tripartite entanglement [51]. For g = 0, the state must be in
the so-called triangle state up to local isometries. The triangle state is free of non-trivial
tripartite entanglement as it is formed by bipartite-entangled states [51]. For h = 0, the
state must be in the sum of triangle states. In general, g ≥ h, which means some types of
tripartite entanglement cannot be seen by h. In a holographic CFT at large c limit, the
two quantities coincide g = h. Specifically, for 1D spin chain, the authors of [51] found
that g = h = c

3 log 2, which is quite universal. A similar discovery was also made by Wen
with balanced partial entanglement [40]. Later on, h is shown to be related to the Markov
recovery map, and a non-vanishing h precludes a perfect Markov recovery map [1], because
of which h is termed as the Markov gap by Hayden, Parrikar, and Sorce (HPS). Using the
geometric approach, they proved that in pure AdS3, the lower bound of the Markov gap of
boundary regions is related to the number of boundaries of EWCS:

h(A : B) ≥ `

2GN
log 2× (# of EWCS boundaries), (1.2)

1See [7–35] and reference therein for a non-exhausted list of related researches and [36] for a review.
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which is nice and neat. ` is the AdS radius. A BPE version of (1.2) was proposed in [41],
and an ICFT version is studied in [52].

While (1.2) is proved to be valid for CFT2 with a pure AdS3 dual, it remains to be
explored in the other cases, among which the presence of islands is of great interest. Firstly,
it is natural to consider the presence of an island as it arises after Page time during black
hole evaporation. Secondly, the island formula for reflected entropy has been proposed in
[53, 54]. It is interesting to see if this island formula admits a lower bound for Markov
gap like (1.2). We explicitly compute the Markov gaps for various phases in a model based
on AdS/BCFT correspondence [55], called defect extremal surface (DES) model [56, 57].
In DES model, the RT formula is corrected by the quantum defect theory on a end-of-
the-world (EoW) brane in the bulk. This gives a simple description of the island via the
proposed DES formula, which is also compatible with the QES prescription. The reflected
entropy and entanglement negativity has been studied in this model [57–59]. Our results
favor the HPS inequality even in the presence of islands, if we do not take the boundary
of EWCS on brane into account. Even so, the geometric proof of (1.2) in our cases is not
a trivial extension of HPS’s, as generally the EoW brane in the bulk is neither necessarily
along geodesics nor at asymptotic infinity.

The inequalities (1.2) are stated from a bulk point of view, as it incorporates EWCS.
We expect that, for a vacuum state, one can also read off some lower bound for the Markov
gap from the boundary theory viewpoint. This thought, together with our results, prompts
us to conjecture that

h(A : B) ≥ c

3
log 2× (# of gaps between A ∪ IR,A and B ∪ IR,B), for I(A : B) > 0,

(1.3)

where c is the central charge, and IR is the reflected island for the corresponding region
at the asymptotic boundary [54, 56]. We test the boundary proposal (1.3) in DES model,
JT gravity, and generic 2d extremal black holes for various phases. And the results satisfy
(1.3) with the same lower bound. In addition, we show, using an explicit example, how the
lower bound of the Markov gap originates from the OPE coefficient, which may kindle the
general proof of (1.3) in future work. However, in the most general situations where the
boundary region contains multi-intervals, even though the inequality (1.3) is satisfied, the
lower bound given by counting gaps could be underestimated. We will discuss this in more
detail and provide a generalization for multi-interval regions in Sec.6.

This paper is organized as follows. In Sec.2, we first introduce reflected entropy, the
Markov gap, and the HPS inequality. Then we propose a DES version and a boundary
version of HPS inequality. In Sec.3, we calculate the Markov gap in the DES model for
several phases, both disjoint and adjacent, and compare the results with our proposal. In
Sec.4, we do a similar calculation in JT gravity, totally from a boundary point of view, using
the island formula. In Sec.5, we calculate the lower bound for the Markov gap in general
2D extremal black holes setups. In Sec.6, we discuss our results and proposal. Throughout
this paper, we consider only the ground states of the field, and all the phases are assumed
to be time-symmetric. We will use “a ' b” to indicate that a approaches b but a − b still
has a relatively small value.
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2 The Markov gap and its bulk and boundary inequalities

2.1 The Markov gap

Reflected entropy [49] was proposed as the von Neumann entropy in a canonically purified
state |√ρAB〉ABA∗B∗ in the doubled Hilbert space (HA ⊗H?A)⊗ (HB ⊗H?B), i.e.

SR(A : B) = S(AA∗)|√ρAB〉, (2.1)

which serves as a valid measure of entanglement between A and B. In [1], the difference
between reflected entropy SR(A : B) and mutual information I(A : B) = S(A) + S(B) −
S(A∪B) is called Markov gap h(A : B) ≡ SR(A : B)− I(A : B), as a non-vanishing h pre-
cludes a perfect Markov recovery map ρABB∗ = RB→BB∗(ρAB). Moreover, h is considered
as a smoking gun of certain tripartite entanglement, that is, a pure state |ψ〉ABC is a sum
of triangle states iff h(A : B) = 0 [51]. In [49], the Markov gap is identified with conditional
mutual information

h(A : B) = I(A : B∗|B) = I(B : A∗|A), (2.2)

where the conditional mutual information is defined as

I(A : C|B) = I(A : BC)− I(A : B). (2.3)

The Markov gap satisfies the following inequality in information-theoretic language

h ≥ − max
RB→BB∗

logF (ρABB∗ ,RB→BB∗(ρAB)) , (2.4)

where F is the quantum fidelity

F (ρ, σ) =

[
Tr
√√

ρσ
√
ρ

]2

. (2.5)

2.2 HPS inequality and its bulk and boundary version in presence of island

In AdS/CFT correspondence, Hayden, Parrikar and Sorce (HPS) show that the Markov
gap satisfies the following inequality

h(A : B) ≥ `

2GN
log 2× (# of cross-section boundaries)

=
c

3
log 2× (# of cross-section boundaries) (2.6)

to O(G0
N ) in pure AdS3 space by using geometric argument [1]. ` is the AdS radius. In the

second line of Eq. (2.6), we used Brown-Henneaux formula c = 3`/2GN [60].
The island contribution naturally arises in many situations, for example, for an evap-

orating black hole. So it should inevitably be taken into account. Based on AdS/BCFT
correspondence, the defect extremal surface (DES) model has been proposed as the holo-
graphic counterpart of the island formula [56, 57], that is, the island formula emerges when
we consider the effective 2D description of DES model by partial dimension reduction. Our
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observation in Sec.3 will indicate the HPS inequality (2.6) is also obeyed if we do not take
the EWCS boundary on brane into account. Or one can instead make a little modification
of HPS’s statement

h(A : B) ≥ `

2GN
log 2× (# of cross-section boundaries on the minimal surface of AB)

=
c

3
log 2× (# of cross-section boundaries on the minimal surface of AB).

(2.7)

We also provide a geometric interpretation of our claim (2.7) for DES model in Appendix.D
in the case that the brane tension is zero, but in general, this claim remains to be proved.

On the other hand, (2.6) and (2.7) are counting the lower bound of the Markov gap
from the bulk point of view. In principle, this lower bound can be obtained from boundary
theory. Furthermore, we expect that one is also able to read off some lower bounds from the
topology of the boundary regions. Therefore, based on our observation, we propose that

h(A : B) ≥ c

3
log 2× (# of gaps between A ∪ IR,A and B ∪ IR,B), for I(A : B) > 0,

(2.8)

where IR is the island for reflected entropy. In fact, our inequality (2.8) also works without
an island. As shown in Fig.1, for pure AdS3, there are two gaps between two disjoint
boundary intervals and one gap between two adjacent boundary intervals and thus according
to our inequality (2.8), we have h ≥ 2c

3 log 2 for disjoint intervals and h ≥ c
3 log 2 for adjacent

intervals, which are consistent with the explicit calculation [38, 51] and HPS inequality (2.6).
Mind that on a time slice of vacuum CFT, a region containing infinity ∞ is also regarded
as a gap.

In Sec.3 and Sec.4, we will show that (2.8) holds generally for DES model, JT gravity
and generic 2D extremal black holes. Phases with disjoint and adjacent intervals will be
considered separately. Before going deep into the detailed calculations of the Markov gap for
DES models, we will also qualitatively analyze the recovery map of these phases, following
the analysis in [1], which will enlighten the physical origin of the Markov gap of these
phases.

3 The Markov gap in DES model

We calculate the Markov gap in DES model for both disjoint and adjacent phases. To
derive the lower bound of Markov gap, sometimes we must use the conditions for the phase
to exist, which will be listed if necessary.

3.1 Review of DES

We consider AdS/BCFT. There is a brane Q in the bulk, on which Neumann boundary
condition is imposed. The AdS3 geometry is given by

ds2 = dρ2 + `2 cosh2 ρ

`

−dt2 + dw2

w2
(3.1)

=
`2

y2

(
−dt2 + dx2 + dy2

)
, (3.2)
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A BEW

A B

EW

Figure 1. The gap (denoted by purple curves) between two boundary regions A and B of a time
slice of AdS3 vacuum.

where these coordinates are related via

y = − w

cosh(ρ/`)
, x = w tanh

ρ

`
. (3.3)

Then the entanglement entropy for an interval [0, L] on BCFT in the ground state is given
by the area of the RT surface

S([0, L]) =
c

6
log

2L

ε
+
c

6
arctanh(sin θ0), (3.4)

where θ is defined as (cos θ)−1 = cosh(ρ/`).
If the brane has zero tension or no matter is on the brane, the brane is orthogonal to

the BCFT at the boundary of CFT, which is our origin. Now we add CFT matter on it
and turn on the tension, and the brane will no longer be orthogonal to BCFT. This brane
can be regarded as defect in the bulk. The matter also contributes to the entanglement
entropy of a BCFT region.

3.1.1 Entanglement entropy

Intervals on the brane

The entanglement entropy for an interval [x1, 0] on the brane is

Sbulk([x1, 0]) =
c′

6
log

(
2`

εw cos θ0

)
+ log g, (3.5)

where log g = limn→1
log(gn)

1−n corresponds to the boundary entropy [55], c′ is the central
charge for CFT on the brane. In this paper, we take c′ = c and log g = 0. We see that
entanglement entropy does not depend on the length of the interval on the brane. This nice
fact makes the calculation in this model tractable with ease.

The entanglement entropy for an interval [x1, x2] on the brane has two phases

S([x1, x2]) =
c

3
log

2`

εw cos θ0
, η > 1 (3.6)
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and

S([x1, x2]) =
c

6
log

(
`2

ε2w

(x1 − x2)2

x1x2 cos θ0

)
, η < 1, (3.7)

where η is given by

η(x1, x2) =
(x1 − x2)2

4x1x2
. (3.8)

Intervals on BCFT

The DES proposal for generalized entanglement entropy is

SDES = min
γ,X

{
extγ,X

[
Area(γ)

4GN
+ SDefect[D]

]}
, X ≡ γ ∩D, (3.9)

in which γ is the corresponding minimal surface, D is a region on the brane. Since SDefect is
irrelevant to length or position on the brane, the extremization and minimization procedures
reduce to finding a shortest geodesic distance between brane and a boundary point. For an
interval [0, L], the result is

SDES =
c

6
log

2L

ε
+
c

6
arctanh(sin θ0) +

c

6
log

(
2`

εw cos θ0

)
=
c

6
log

2L

ε
+
c

6
T (θ0) +

c

6
W (θ0), (3.10)

where we defined
T (θ) = arctanh(sin θ), W (θ) ≡ log

2`

εw cos θ
. (3.11)

For an interval [M,L], there are two channels

SDES =
c

3
log

L−M
ε

, η(M,L) < ηc(M,L), (3.12)

and

SDES =
c

6

[
log

4LM

ε2
+ 2arctanh (sin θ0) + 2 log

2`

εw cos θ0

]
, η(M,L) > ηc(M,L) (3.13)

where the critical point is

ηc(M,L) = exp [2T (θ0) + 2W (θ0)] > 1. (3.14)

Note that there is an extremal value for SDES only when η > 1, which is automatically
satisfied as ηc > 1.

One can also seek for the effective 2D boundary description for DES model by taking
partial dimension reduction, then the island formula emerges and gives the same result for
entanglement entropy as DES formula [56].
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3.1.2 Reflected entropy

In DES model, the reflected entropy can be understood in both boundary theory and bulk
theory viewpoints. In boundary island point of view, the reflected entropy is proposed to
be [57]

Sbdy
R (A : B) = min extΓ

[
Seff
R (A ∪ IA : B ∪ IB) +

Area(Γ)

2Gbrane
N

]
, (3.15)

where Γ = ∂IA ∩ ∂IB is the intersection of entanglement wedge cross-section and brane Q.
In bulk point of view, the reflected entropy is given by

Sbulk
R (A : B) = min extEW

{
S

(eff)
R (A : B) +

Area[EW(A : B)]

2GN

}
. (3.16)

The two proposals are equivalent.
For phase-D1 (Fig.2) where the entanglement wedge2 of AB is just the disconnected

union of entanglement wedges of A and B, the reflected entropy vanishes

SR = 0 = EW . (3.17)

Throughout this paper, without loss of generality, we assume that region B is large enough
so that it always receives the island contribution.

In phase-D2 (Fig.3), the entanglement wedge of AB is connected (B has entanglement
island while A does not), and the entanglement wedge cross-section is the minimal geodesic
with two endpoints on RT surfaces of [0, b1] and [b2, b3]. The reflected entropy is given by

SR(A : B) =
c

6
log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

]
. (3.18)

(3.18) is just twice the distance between two parallel geodesics in hyperbolic space ds2 =

`2(dx2 + dy2)/y2 in unit of 1
4GN

. We leave the derivation of (3.18) in Appendix.A. (3.18)
can be also obtained by employing the cross-section formula in [38]

EW =
1

2
SR =

c

6
log
(

1 + 2z + 2z
√

1 + 1/z
)
, (3.19)

with the cross-ratio here 3

z =
(b3 + a1)(b2 − b1)

(b1 + a1)(b3 − b2)
, (3.20)

2In this paper, we refer to the codimension-1 surface bounded by the boundary region and its
codimension-2 minimal surface as entanglement wedge because we assume time-symmetry.

3The correct expression of the cross-ratio z is vital for our calculation. z here is different from that in
[57]. The authors of [57] obtain the formula by using the result in [38, 61], but the situation here is slightly
different. In [38], the authors calculated the cross section between two intervals [a1, a2] and [b1, b2] and thus
the cross ratio there is z = (a2−a1)(b2−b1)

(b1−a2)(b2−a1)
, while here in phase-D2, we calculate the cross section between

two intervals [b1, b2] and [b3,−a1] and thus the cross ratio here is z = (b3+a1)(b2−b1)
(b1+a1)(b3−b2)

.
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b3A B




b1 b2

Figure 2. Phase-D1. The blue and yellow regions are the entanglement wedges of A and B,
respectively.

where a1 is the island boundary for [0, b1], or simply b1. One can also compute the reflected
entropy from boundary field theory by applying the replica method in [49] via correlation
functions of twist operators to get the same result

SR(A : B) =
2c

3
log

(
1 +
√

1− x√
x

)
, x =

(b1 + a1)(b3 − b2)

(a1 + b2)(b3 − b1)
. (3.21)

Again, the cross-ratio x here should be also chosen carefully and one can easily check that
(3.21) gives the same result as (3.18).

For phase-D4 (Fig.5) where A and B both have their islands and the entanglement
wedge of AB is connected, the reflected entropy is [57]

SR(A : B) =
c

3
log

(b3 + a′)(b2 + a′)

(b3 − b2)a′
+
c

3
T (θ0) +

c

3
W (θ0) (3.22)

where a′ =
√
b2b3 is the island cross-section.

3.2 The Markov gap

In the following, we compute the Markov gap in several phases in DES model. The goal
of this section is to show that the Markov gap in DES model satisfies the inequalities (2.7)
and (2.8). In some phases, we will present the conditions for the dominance of the phase.
These conditions are given by some inequalities that will be useful for later calculation.

3.2.1 Disjoint intervals

We first consider the two regions A = [b1, b2] and B = [b3, b4] are disjoint. We assume that
b4 is large enough so that B always admits the island.

Phase-D1

In phase-D1, the entanglement wedge of AB is disconnected, Fig.2. The reflected entropy
and mutual information vanish

SR(A : B) = I(A : B) = 0. (3.23)

Thus the Markov gap is h = SR − I = 0.
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b1 b2

 B

 R
B,

� � �a b1 1



� � �a b3 3

A

B

A*

B*

AA*

BAA*

AB

Brane

Figure 3. Phase-D2. Left: The blue and yellow regions denote the entanglement wedges of A
and B, respectively. The green region denotes the shared entanglement wedge of AB. The black
dashed line denotes the entanglement wedge cross-section between A and B. From the 2d boundary
viewpoint, there are islands on the brane. I and IR denote the island for entanglement entropy and
reflected entropy, respectively. The purple dashed circles are the boundary gap between A ∪ IR,A

and B∪IR,B , and there are two gaps for phase-D2. Right: The canonical purification of ρAB and the
entanglement wedges for AB,AA∗, BAA∗. The red double-headed arrows denote the identification
between two spacelike surfaces of the entanglement wedges. The small tubular neighborhoods of two
blue jagged lines here are completely visible to BAA∗, while not to AB or AA∗. The entanglement
wedges satisfy W(AA∗B) ⊃W(AB)∪W(AA∗). This signals the non-vanishing Markov gap for this
phase.

Phase-D2

In phase-D2, on one hand, there is no island for A = [b1, b2] and C = [b2, b3], which leads
to the following inequalities

log
(b2 − b1)2

4b1b2
≤ 2T (θ0) + 2W (θ0), (3.24)

log
(b3 − b2)2

4b2b3
≤ 2T (θ0) + 2W (θ0). (3.25)

On the other hand, we require that the entanglement wedge of [−b1, b1] ∪ [b2, b3] is dis-
connected, which is equivalent to a non-vanishing mutual information between A and
B = [b3, b4]: I(A : B) ≥ 0. This condition gives

I(A : B) =
c

6
log

[
(b2 − b1)2

4b1b2

4b2b3
(b3 − b2)2

]
(3.26)

=
c

6
log

η(b1, b2)

η(b2, b3)
> 0

⇒ η(b1, b2) > η(b2, b3). (3.27)

Before going deep into the computation of the Markov gap, let us analyze the Markov recov-
ery ρBAA∗ = RA→AA∗(ρAB) first, using the same argument as in [1]. In Fig.3, we stretched
the canonical purification of ρAB and the entanglement wedges of AB,AA∗, BAA∗. For
phase-D2, the entanglement wedge of AB together with AA∗ cannot cover all the entangle-
ment wedge of BAA∗ so that there are two jagged lines whose small tubular neighborhoods
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are completely visible to BAA∗, but not to AA∗ and AB. Thus the Markov recovery
ρBAA∗ = RA→AA∗(ρAB) must be precluded and we expect a non-vanishing Markov gap for
phase-D2.

Now we compute the Markov gap. The entanglement entropy for A is

S(A) =
c

3
log

b2 − b1
ε

, (3.28)

and for B with an island

S(B) =
c

6

[
log

4b4b3
ε2

+ 2T (θ0) + 2W (θ0)

]
. (3.29)

And the entanglement entropy for AB is

S(AB) =
∑
i

SRTi + Sdefect. (3.30)

The areas of the RT and DES surfaces are given by

SRT1 =
c

6
log

2b4
ε

+
c

6
T (θ0), (3.31)

SRT2 =
c

6
log

2b1
ε

+
c

6
T (θ0), (3.32)

SRT3 =
c

3
log

b3 − b2
ε

. (3.33)

Then

S(AB) =
c

6
log

4b1b4(b3 − b2)2

ε4
+
c

3
T (θ0) +

c

3
W (θ0). (3.34)

The mutual information is then

I(A : B) =
c

6
log

[
b3
b1

(
b2 − b1
b3 − b2

)2
]
. (3.35)

The reflected entropy in this phase is given by (3.18), with which we get the Markov
gap

h =
c

6
log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

b1
b3

(b3 − b2)2

(b2 − b1)2

]
. (3.36)

It is direct to see that ∂b3h > 0. h monotonically increase with b3 with minimum at b3 ' b2.
Hereafter by “b3 ' b2” we mean we let b2 → b3 but assume the gap [b2, b3] still exists so
that the phase still makes sense. In the limit b3 ' b2, we obtain

h =
c

3
log

(√
b1
b2

+

√
b2
b1

)
+
c

3
log 2 ≥ 2c

3
log 2, (3.37)

which is saturated at b1 ' b2 ' b3. Note that the reflected entropy SR, the mutual
information I and thus h are independent of θ0. So one can always tune θ0 to make this
phase happen, that is, to satisfy (3.24) and (3.25).
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A

B

A*
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Figure 4. Phase-D3. A and B are disjoint. A admits no entanglement island but a reflected island.
There is one boundary of EWCS, denoted by a dashed curve, and one gap between A ∪ IR,A and
B ∪ IR,B , indicating h ≥ c

3 log 2. There is a jagged surface in this phase denoted in blue.

In Appendix.D, we also give a geometric interpretation of this lower bound in the case
that the brane tension is zero. For phase-D2, both boundaries of the cross-section are on
the minimal surfaces of AB and here both inequalities (2.6) and (2.7) give the same lower
bound 2c

3 log 2, which is consistent with our calculation above. On the other hand, from the
island boundary viewpoint, there are two gaps (the purple dashed circles in Fig.3) between
A ∪ IR,A and B ∪ IR,B, which also indicates the lower bound 2c

3 log 2 according to our
boundary inequality (2.8).

Phase-D3

It is possible that the cross-section of phase-D2 is anchored at the brane, that is phase-D3
(Fig.4). For this phase to exist, we require

log
(b2 − b1)2

4b1b2
≤ 2T (θ0) + 2W (θ0) (3.38)

log
(b3 − b2)2

4b2b3
≤ 2T (θ0) + 2W (θ0) (3.39)

SR(A : B) <
c

6
log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

]
. (3.40)

In this case, the mutual information is the same as (3.35). And the reflected entropy
is given by (3.22)

SR(A : B) =
c

3
log

(b3 + a′)(b2 + a′)

(b3 − b2)a′
+
c

3
T (θ0) +

c

3
W (θ0), (3.41)

where the island cross section a′ =
√
b2b3. The condition (3.40) becomes

f ≡ log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

(b3 − b2)2

(
√
b2 +

√
b3)4

]
− 2T (θ0)− 2W (θ0) > 0. (3.42)
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Apply (3.39) and (3.38), we have

f ≤ log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

(b3 − b2)2

(
√
b2 +

√
b3)4

4b1b2
(b2 − b1)2

]
, (3.43)

f ≤ log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

(b3 − b2)2

(
√
b2 +

√
b3)4

4b2b3
(b3 − b2)2

]
. (3.44)

We are only interested in the existence of this phase, then it is sufficient to pick a special
case. Set b1 = 1, b2 = 2×103 and b3 = 2×104. Then the R.H.S of (3.43) and (3.44) become
roughly log 10672 and log(2.6 × 106), which allow a positive f to exist. Taking θ0 = π/6,
` = 1 and εw = 0.01, we then have f ≈ log 33 > 0 and thus conditions (3.42), (3.43) and
(3.44) (or equivalently (3.38), (3.39) and (3.40) ) for phase-D3 to exist are satisfied.

As shown in Fig.4, the entanglement wedge of AB together with AA∗ does not cover
all BAA∗ and there is a jagged line for phase-D3. Thus a non-vanishing Markov gap is
expected. Now let us compute the Markov gap. Use (3.35) and (3.22), and we obtain

h(A : B) =
c

6
log

[
(
√
b2 +

√
b3)4

(b3 − b2)2

b1
b3

(
b3 − b2
b2 − b1

)2
]

+
c

3
T (θ0) +

c

3
W (θ0)

≥ c

6
log

[
(b3 + b2 + 2

√
b2b3)2

4b2b3

]
=
c

6
log

1

4

(√
b3
b2

+

√
b2
b3

+ 2

)2


≥ c

3
log 2 (3.45)

where we have used (3.38) in the second line. The equality in second line is taken at critical
point S(A)RT = S(A)island for A, which is dependent of θ0 that is in turn related to the
brane tension. So (3.45) is saturated when b2 ' b3 and near the critical point of A. To sum
up, h = c

3 log 2 iff

log
(b2 − b1)2

4b1b2
= 2T (θ0) + 2W (θ0), (3.46)

b2 ' b3. (3.47)

In fact, it is possible that we cannot take the equality, as if f is negative, phase-D2
takes over the reflected entropy. Then it is necessary to check this. First, at the critical
point, (3.43) takes equality. Then it is easy to see that in the limit b2 ' b3, we have

f = log

[
(b1 + b2)2

b1b2

]
≥ 2 log 2. (3.48)

Therefore, we deduce that f ≥ 2 log 2, implying there is no problem taking this limit. On
the other hand, (3.44) must be compatible with (3.48), and this can be seen explicitly by
inserting b3 = b2 + ε in (3.44)

f ≤ 2 log
(b2 − b1)2

b1ε
, (3.49)
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Figure 5. Phase-D4. In this phase, the entanglement islands for A and B are different from their
reflected island. One boundary of EWCS and one gap between A ∪ IR,A and B ∪ IR,B give the
lower bound h ≥ c

3 log 2. There is one jagged surface, with W(AA∗B) ⊃W(AA∗) ∪W(AB).

the R.H.S of which is divergent as ε→ 0.
In fact, for phase-D3, only one boundary of the cross-section is anchored at the minimal

surface of A ∪ B. Then the inequality (2.7) also implies h ≥ c
3 log 2. Besides, one can also

obtain the same lower bound using our boundary inequality (2.8). Note that although there
is no entanglement island for A, the cross-section for phase-D3 is anchored at the brane so
that there is an island of reflected entropy for A and thus only one gap between A ∪ IR,A
and B ∪ IR,B.

Phase-D4

For phase-D4 (Fig.5) where both intervals contain islands, the entanglement wedge of AB
together with that of AA∗ cannot cover all the entanglement wedge of BAA∗ so that there
is a jagged line and thus we also expect the non-vanishing Markov gap for phase-D4.

The entanglement entropies for A and B in phase-D4 are

S(A) =
c

6
log

2b1
ε

+
c

6
log

2b2
ε

+
c

3
T (θ0) +

c

3
W (θ0), (3.50)

S(B) =
c

6
log

2b3
ε

+
c

6
log

2b4
ε

+
c

3
T (θ0) +

c

3
W (θ0). (3.51)

And the entanglement entropy for A ∪B is

S(AB) =
c

6
log

4b1b4
ε2

+
c

3
log

b3 − b2
ε

+
c

3
T (θ0) +

c

3
W (θ0). (3.52)

Then the mutual information is given by

I(A : B) = S(A) + S(B)− S(AB)

=
c

6
log

[
4b2b3

(b3 − b2)2

]
+
c

3
T (θ0) +

c

3
W (θ0). (3.53)

The reflected entropy for phase-D4 is given by (3.22)

SR(A : B) =
c

3
log

(b3 + a)(b2 + a)

(b3 − b2)a
+
c

3
T (θ0) +

c

3
W (θ0), (3.54)

– 14 –



0 A B



b1 b2


−b1

−b2

b4

−b4



 B R
B,

 R
A,

 A

A

B

A*

B*

AA*

BAA*

AB

Brane

A

B

A*

B*

Brane

AB

ABB*

BB*

Figure 6. Phase-A1. In this phase, the entanglement islands of A and B are identically their
reflected island.

where a =
√
b2b3. Then, the Markov gap is given by

h =
c

3
log

[
1

2

(√
b3
b2

+

√
b2
b3

+ 2

)]
≥ c

3
log 2, (3.55)

with the equality taken at b2 ' b3.
For phase-D4, the analysis of the lower bound in terms of our inequalities (2.7) and(2.8)

is similar to phase-D3 and they also give the lower bound c
3 log 2.

3.2.2 Adjacent intervals

Phase-A1

In phase-A1 (Fig.6), the two intervals A and B are adjacent and both contain island.
The entanglement entropies for A and B in phase-A1 read

S(A) =
c

6
log

2b1
ε

+
c

6
log

2b2
ε

+
c

3
T (θ0) +

c

3
W (θ0), (3.56)

S(B) =
c

6
log

2b2
ε

+
c

6
log

2b4
ε

+
c

3
T (θ0) +

c

3
W (θ0). (3.57)

The entanglement entropy for AB is

S(AB) =
c

6
log

2b1
ε

+
c

6
log

2b4
ε

+
c

3
T (θ0) +

c

3
W (θ0). (3.58)
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Then the mutual information is given by

I(A : B) =
c

3
log

2b2
ε

+
c

3
T (θ0) +

c

3
W (θ0). (3.59)

Now let us derive the reflected entropy. According to proposal (3.16), we have in large-c
limit

SR(A : B) = min extEW

{
Seff
R (IA : IB) +

Area[EW(A : B)]

2GN

}
. (3.60)

The first term can be computed via correlation functions of twist operators. We refer to
[57, 62] for details, and just quote the result here

S
(eff)
R (IA : IB) =

{
c
3 log 2`

ξεw cos θ0
, ξ > 1

c
3 log 2`

εw cos θ0
, ξ < 1

(3.61)

where ξ = 2ab1
a2−b21

. The second term in (3.60) is just twice the length of a geodesic connecting
b2 and −a, which is given by [55, 56]

c

3
log

2L′

ε
+
c

3
T (θ′0). (3.62)

The quantities L′ and θ′0 satisfy

L′ =
a2 + b22 + 2ab2 sin θ0

2(b2 + a sin θ0)
(3.63)

θ′ = arcsin
b22 + 2ab2 sin θ0 − a2 cos 2θ0

b22 + 2ab2 sin θ0 + a2
(3.64)

Then the reflected entropy is given by

SR(A : B) = min extEW

{
c
3 log 2`

ξεw cos θ0
+ c

3 log 2L′

ε + c
3T (θ′), ξ > 1

c
3 log 2`

εw cos θ0
+ c

3 log 2L′

ε + c
3T (θ′), ξ < 1

(3.65)

For ξ > 1, we find no real solution to ∂aSR = 0. For ξ < 1, the minimization process
reduces to finding the entanglement island for [0, b2], which is a = b2. Substitute a = b2 in
(3.63) and (3.64), and we get

L′ = b2, θ′ = θ0. (3.66)

Now the reflected entropy is given by

SR(A : B) =
c

3
log

2b2
ε

+
c

3
T (θ0) +

c

3
W (θ0). (3.67)

Thus the correct Markov gap is

h = 0. (3.68)

A vanishing Markov gap implies the existence of a perfect recovery map.
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One may notice that (3.59) can be obtained by the following replacement in (3.53)

b3 − b2 → ε. (3.69)

Naively, if we take the same replacement in reflected entropy (3.54), we get

SR(A : B) =
c

3
log

4b2
ε

+
c

3
T (θ0) +

c

3
W (θ0), (3.70)

which leads to

h =
c

3
log 2 (incorrect). (3.71)

This is owing to the fact that when we evaluate the reflected entropy, or equivalently the
entanglement wedge cross-section, we cannot take b3 = b2 + ε, otherwise the cutoff of y
coordinate would become yUV ∼ ε/2. We demonstrate this in Appendix.C. The factor 1/2

in yUV contributes the term c
3 log 2 in (3.70) and (3.71). Recall that all formulae should use

the standard cutoff yUV = ε. In this sense, we should really set b3 − b2 = 2ε, and this gives
us the correct result:

SR(A : B) =
c

3
log

2b2
ε

+
c

3
T (θ0) +

c

3
W (θ0), (3.72)

h(A : B) = 0. (3.73)

Based on above analysis, we conclude that when evaluating reflected entropy in the adjacent
limit, the x-axis gap between two intervals should be 2ε.

For phase-A1, there are no boundaries anchored at the minimal surfaces of A ∪B and
no boundary gaps between A∪IR,A and B∪IR,B, thus both the inequalities (2.7) and (2.8)
imply that the lower bound is zero.

Phase-A2

Phase-A2 (Fig.7) is just like phase-D3 except that A and B are now adjacent. On one
hand, we require A has no island. On the other hand, the area of entanglement wedge
cross-section should be less than that of phase-A3, which is given in next phase by (3.87)
The above conditions lead to the following inequalities

c

6
log

(b2 − b1)2

4b1b2
≤ c

3
T (θ0) +

c

3
W (θ0), (3.74)

c

3
log

2b1b2
b22 − b21

+
c

3
T (θ0) +

c

3
W (θ0) ≤ 0. (3.75)

Though, this phase is easy to calculate, we still show how to obtain this phase by taking
adjacent limit from phase-D3. First, let b3 − b2 = ε, and we obtain the mutual information
from (3.35)

I(A : B) =
c

6
log

[
b2
b1

(
b2 − b1
ε

)2
]
. (3.76)
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Figure 7. Phase-A2. The region A admits no entanglement island but a reflected island. The
entanglement wedges satisfy W(AA∗B) = W(AA∗)∪W(AB), but W(ABB∗) ⊃W(AB)∪W(BB∗).

Then let b3 − b2 = 2ε, and we have the reflected entropy from (3.22)

SR(A : B) =
c

3
log

2b2
ε

+
c

3
T (θ0) +

c

3
W (θ0). (3.77)

It is easy to confirm that the mutual information is indeed given by (3.76). The reflected
entropy for A : B is given by (3.67), which is exactly (3.77). Then the Markov gap is given
by

h =
c

6
log

4b1b2
(b2 − b1)2

+
c

3
T (θ0) +

c

3
W (θ0)

≥ 0, (3.78)

which is just the condition (3.74). Notably, in this case, the Markov gap between A and
B is just the difference between two different phases of S(A), and is guaranteed to be non-
negative. The equality in (3.78) is taken when the phase transition between phase-A1 and
phase-A2 happens. Away from the phase transition, we have h > 0 and thus an imperfect
Markov recovery for phase-A2.

We should also apply the second condition (3.75), and this leads to

h ≤ c

3
log

(√
b1
b2

+

√
b2
b1

)
. (3.79)
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Figure 8. Phase-A3. In this phase, A and B are adjacent, and A admits no island.

Combine (3.78) and (3.79), and we have

0 ≤ h ≤ c

3
log

(√
b1
b2

+

√
b2
b1

)
. (3.80)

That is, the Markov gap is not only lower bounded, but also upper-bounded in this phase.
The analysis of Markov recovery for phase-A1 and phase-A2 is as follows. For both

phases, as shown in Fig.6 and Fig.7, the entanglement wedge of AB together with AA∗

covers all the entanglement wedge of BAA∗. However, this information is not enough to
tell us whether there is a perfect Markov recovery or not. In this case, one should resort
to the direct calculation of h, which informs us that there is a perfect Markov recovery
(h = 0) for phase-A1 while no perfect Markov recovery (h > 0) for phase-A2 away from the
phase transition. In fact, as shown in Fig.7, for another Markov recovery map ρABB∗ =

RB→BB∗(ρAB), the entanglement wedge of AB together with that of BB∗ cannot cover all
the entanglement wedge of ABB∗, which obviously signals an imperfect Markov recovery
for phase-A2.

Phase-A3

Phase-A3 (Fig.8) is like phase-D2 except that now A and B are adjacent. Unlike phase-D2,
there is only one jagged surface due to the vanishing spacing between A and B. The Markov
recovery is precluded and a non-vanishing Markov gap is expected. The condition for this
phase to dominate is

log
(b2 − b1)2

4b1b2
≤ 2T (θ0) + 2W (θ0) (3.81)

SR(A : B) <
c

3
log

2b2
ε

+
c

3
T (θ0) +

c

3
W (θ0), (3.82)

where the first inequality follows from that A has no entanglement island, while the second
inequality follows from that its reflected entropy should be smaller than (3.67).
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We can do adjacent limit from phase-D2 to get the result of this phase. First, let
b3 = b2 + ε to get the mutual information from (3.35)

I(A : B) =
c

6
log

[
b2
b1

(
b2 − b1
ε

)2
]
. (3.83)

And then we let b3 = b2 + 2ε to get the reflected entropy

SR(A : B) =
c

3
log

b22 − b21
b1ε

. (3.84)

We can also obtain these from direct calculation. In this phase, the mutual information
is given by (3.76). And the reflected entropy equals twice the minimum length of geodesics
that connect b2 and the RT surface of [0, b1]. The minimum length can be derived with
simple geometric relation

SR(A : B) =
c

3
log

2(b2 − L)

ε
+
c

3
arctanh

(
b2 − L
L

)
, (3.85)

where L reads

L =
b21 + b22

2b2
. (3.86)

We leave the derivation of the above result in Appendix.A. Inserting (3.86) into (3.85), we
obtain

SR(A : B) =
c

3
log

b22 − b21
εb1

. (3.87)

So we obtain the same result as from the adjacent limit.
Now we consider if this phase could exist. Rewrite (3.82) as

c

3
log

2b1b2
b22 − b21

+
c

3
T (θ0) +

c

3
W (θ0) > 0. (3.88)

Obviously, this can be satisfied for b2 very close to b1, and (3.81) can be fulfilled by tuning
θ0.

Subtract the mutual information from reflected entropy, and we have the Markov gap

h =
c

6
log

(√b2
b1

+

√
b1
b2

)2
 ≥ c

3
log 2, lim

b2→b1
h =

c

3
log 2. (3.89)

As we have said, if b1 is close to b2, the requirement (3.82) can be satisfied.

4 The Markov gap in JT gravity

In this section, we consider the JT gravity model in [6, 10], where the AdS2 JT gravity,
coupled with CFT matters, is glued with a flat CFT. We do not apply the double holography
description [54]. Instead, we work in a pure boundary way to testify (2.8).
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4.1 Entanglement entropy for extremal JT black holes coupled to a bath

Consider a system where a 2D Jackiw-Teitelboim (JT) gravity with CFT matters glues
with a flat 2D CFT bath along its boundary, x = 0. The action is

S =
1

4π

∫
d2x
√−g [φR+ 2 (φ− φ0)] + ICFT (4.1)

For extremal JT black holes, the metric and the dilaton in the gravity region are given by

ds2 = −4
dx+dx−

(x− − x+)2 , φ = φ0 + 2
φr

x− − x+
, (4.2)

where x± = t± x, x ∈ (−∞, 0].
The entanglement entropy is given by the generalized entropy with the island:

S([0, b]) = Sgen([−a, b]) = φ0 +
φr
a

+ Seff , Seff =
c

6
log

(a+ b)2

a
, (4.3)

where a is given by extremization and minimization

ã =
1

2

(
1 + b̃+

√
1 + 6b̃+ b̃2

)
, (4.4)

where ã = a/q, b̃ = b/q and q = 6φr/c.
For arbitrary interval [b1, b2], the entanglement entropy is given by the minimum of the

area of RT surface and corresponding generalized entropy:

S([b1, b2]) = min
{ c

3
log(b2 − b1), Sgen(b1) + Sgen(b2)

}
, (4.5)

where Sgen(b1) is short for Sgen([−a(b1), b1]).

4.2 The Markov gap

We consider only the phases in which A and B are disjoint. The adjacent cases can be
obtained by taking the adjacent limit, that is, set b3 − b2 = ε in mutual information and
b3 − b2 = 2ε in reflected entropy.

Phase-D2

Consider phase-D2 (Fig.9) where A = [b1, b2] and C = [b2, b3] have no entanglement island
and reflected island, but B admits both entanglement and reflected island. The conditions
are

c

6
log

(b2 − b1)2a1a2

(b2 + a2)2(b1 + a1)2
≤ 2φ0 + φr

(
1

a1
+

1

a2

)
, (4.6)

c

6
log

(b3 − b2)2a3a2

(b2 + a2)2(b3 + a3)2
≤ 2φ0 + φr

(
1

a3
+

1

a2

)
. (4.7)

For the entanglement wedge of A ∪B to be connected, we require the mutual information
I(A : B) > 0.
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<latexit sha1_base64="sd3krPBimoGBHcdSyKeDcbc10Sg=">AAACgXicbZFNa9tAEIbXSj9S9ytpj72ImkJyqJFSkxZ6CbSHHlOok4AkzGg1shfvrpTdUYtZ9Bd6Tf5a/01XtgK104GFl3ee2Z2dyWspLEXRn0Gw9+Dho8f7T4ZPnz1/8fLg8NWFrRrDccorWZmrHCxKoXFKgiRe1QZB5RIv8+WXLn/5E40Vlf5BqxozBXMtSsGBOus9zD7MDkbROFpHeF/EvRixPs5nh4N5WlS8UaiJS7A2iaOaMgeGBJfYDtPGYg18CXNMvNSg0GZu3WwbvvNOEZaV8UdTuHb/rXCgrF2p3JMKaGF3c535v1zSUPkpc0LXDaHmm4fKRoZUhd3Pw0IY5CRXXgA3wvca8gUY4OTnM0w1/uKVUqALl9rcQJvEmUsllnQ0ilMj5gs6bnew6y0uueMyzxVYpsq4tOvTqDuDbwwOsne+uo4q2q2hOX/tEqkd+tXEu4u4Ly5OxvHpePJ9Mjqb9EvaZ2/YW3bEYvaRnbFv7JxNGWcL9pvdsNtgLzgOouBkgwaDvuY124rg818OzMST</latexit>�a3

<latexit sha1_base64="lZISzZDH8zIMZtAz0fA6i8aN9KY=">AAACgXicbZFNa9tAEIbXStuk7kc+euxF1BSSQ40UTFPoJZAeekyhTgKSMKPVyF68u1J3Ry1m0V/otf1r/Tdd2QrUTgcWXt55Znd2Jq+lsBRFfwbB3qPHT/YPng6fPX/x8vDo+OTGVo3hOOWVrMxdDhal0DglQRLvaoOgcom3+fKqy99+R2NFpb/SqsZMwVyLUnCgznoHs3h2NIrG0TrChyLuxYj1cT07HszTouKNQk1cgrVJHNWUOTAkuMR2mDYWa+BLmGPipQaFNnPrZtvwrXeKsKyMP5rCtftvhQNl7UrlnlRAC7ub68z/5ZKGyg+ZE7puCDXfPFQ2MqQq7H4eFsIgJ7nyArgRvteQL8AAJz+fYarxB6+UAl241OYG2iTOXCqxpNNRnBoxX9BZu4N92+KSey7zXIFlqoxLuz6Nujf4xuAge+eT66ii3Rqa89cukdqhX028u4iH4uZ8HL8fT75MRpeTfkkH7DV7w05ZzC7YJfvMrtmUcbZgP9kv9jvYC86CKDjfoMGgr3nFtiL4+BcKmMSR</latexit>�a1

<latexit sha1_base64="dx8jqCV3d8mec9xu9l+KCpzqNjc=">AAACgHicbZFRb9MwEMfdjI1RxujgkZeICqm8lHiqAPE0CR54HIJuk5KocpxLatV2gn0BVVY+Aq/js/FtcNpMoh0nWfrrf7+zz3dZLYXFKPozCA4eHB49PH40fHzy5PTp6OzZla0aw2HOK1mZm4xZkELDHAVKuKkNMJVJuM5WH7v89Q8wVlT6G65rSBUrtSgEZ+itr9mCLkbjaBptIrwvaC/GpI/LxdmgTPKKNwo0csmsjWlUY+qYQcEltMOksVAzvmIlxF5qpsCmbtNrG77yTh4WlfFHY7hx/61wTFm7VpknFcOl3c915v9ycYPF+9QJXTcImm8fKhoZYhV2Hw9zYYCjXHvBuBG+15AvmWEc/XiGiYafvFKK6dwlNjOsjWnqEgkFTsY0MaJc4ut2D/u+w8V3XOq5HIpEGZd0fRp1Z/CtwZnsnU+uo/J2Z2jOX7sCbId+NXR/EffF1fmUvp3OvszGF7N+ScfkBXlJJoSSd+SCfCaXZE44Kckvckt+B0EwCd4EdIsGg77mOdmJ4MNfiA7EWw==</latexit>

b1
<latexit sha1_base64="N1zf5EFXoA0PbHWoeOpYJJVRPng=">AAACgHicbZFNj9MwEIbd8LWUr104comokMqlJKsKEKeV4MBxEXR3pSSqJs4ktWo7wZ6AKis/gSv8Nv4NTpuVaJeRLL165xl7PJM3UliKoj+j4NbtO3fvHd0fP3j46PGT45OnF7ZuDccFr2VtrnKwKIXGBQmSeNUYBJVLvMzXH/r85Xc0VtT6K20azBRUWpSCA3nrS748XR5Polm0jfCmiAcxYUOcL09GVVrUvFWoiUuwNomjhjIHhgSX2I3T1mIDfA0VJl5qUGgzt+21C196pwjL2vijKdy6/1Y4UNZuVO5JBbSyh7ne/F8uaal8lzmhm5ZQ891DZStDqsP+42EhDHKSGy+AG+F7DfkKDHDy4xmnGn/wWinQhUttbqBL4sylEkuaTuLUiGpFr7oD7Nsel1xzmecKLFNlXNr3adS1wXcGBzk4H11PFd3e0Jy/do3Ujf1q4sNF3BQXp7P4zWz+eT45mw9LOmLP2Qs2ZTF7y87YJ3bOFoyziv1kv9jvIAimwesg3qHBaKh5xvYieP8XiijEXA==</latexit>

b2
<latexit sha1_base64="75V1YgaWQrrU/zhj8QtKYAiyCF8=">AAACgHicbZFNj9MwEIbd8LWUr104comokMqlJFAB4rQSHDgugu6ulETVxJmkVm0n2BNQZeUncIXfxr/BabMS7TKSpVfvPGOPZ/JGCktR9GcU3Lh56/ado7vje/cfPHx0fPL43Nat4bjgtazNZQ4WpdC4IEESLxuDoHKJF/n6Q5+/+I7Gilp/pU2DmYJKi1JwIG99yZevl8eTaBZtI7wu4kFM2BBny5NRlRY1bxVq4hKsTeKoocyBIcElduO0tdgAX0OFiZcaFNrMbXvtwufeKcKyNv5oCrfuvxUOlLUblXtSAa3sYa43/5dLWirfZU7opiXUfPdQ2cqQ6rD/eFgIg5zkxgvgRvheQ74CA5z8eMapxh+8Vgp04VKbG+iSOHOpxJKmkzg1olrRi+4A+7bHJVdc5rkCy1QZl/Z9GnVl8J3BQQ7OR9dTRbc3NOevXSN1Y7+a+HAR18X5q1n8Zjb/PJ+czoclHbGn7Bmbspi9ZafsEztjC8ZZxX6yX+x3EATT4GUQ79BgNNQ8YXsRvP8LjELEXQ==</latexit>

b3

<latexit sha1_base64="DI0kaUbQMr25BjHlA1ynOK7OjLY=">AAACfnicbZFRb9MwEMfdwGCUARs88hJRgbaHlQRVY49D8MDjJtFtUhJNF+fSWrWdYF+GKiufgFf4cHwbnDaTaMdJlv763+/s811eS2Epiv4MggcPdx493n0yfLr37PmL/YOXl7ZqDMcpr2RlrnOwKIXGKQmSeF0bBJVLvMoXn7v81S0aKyr9jZY1ZgpmWpSCA3nr4tPN/igaR6sI74u4FyPWx/nNwWCWFhVvFGriEqxN4qimzIEhwSW2w7SxWANfwAwTLzUotJlbddqGb71ThGVl/NEUrtx/Kxwoa5cq96QCmtvtXGf+L5c0VJ5mTui6IdR8/VDZyJCqsPt2WAiDnOTSC+BG+F5DPgcDnPxwhqnGH7xSCnThUpsbaJM4c6nEkg5HcWrEbE5H7Rb2fYNL7rjMcwWWqTIu7fo06s7ga4OD7J0vrqOKdmNozl+7QGqHfjXx9iLui8sP4/hkPLmYjM4m/ZJ22Wv2hh2ymH1kZ+wrO2dTxhmyn+wX+x2w4F1wHLxfo8Ggr3nFNiI4/QvH3cOW</latexit>

A
<latexit sha1_base64="MiVWr1fj9OyrtOxYiiP8KWuAJyI=">AAACfnicbZFRb9MwEMfdwGCUARs88hJRgbaHlQRVY48T8MDjJtFtUhJNF+fSWrWdYF+GKiufgFf4cHwbnDaTaMdJlv763+/s811eS2Epiv4MggcPdx493n0yfLr37PmL/YOXl7ZqDMcpr2RlrnOwKIXGKQmSeF0bBJVLvMoXn7v81S0aKyr9jZY1ZgpmWpSCA3nr4tPN/igaR6sI74u4FyPWx/nNwWCWFhVvFGriEqxN4qimzIEhwSW2w7SxWANfwAwTLzUotJlbddqGb71ThGVl/NEUrtx/Kxwoa5cq96QCmtvtXGf+L5c0VJ5mTui6IdR8/VDZyJCqsPt2WAiDnOTSC+BG+F5DPgcDnPxwhqnGH7xSCnThUpsbaJM4c6nEkg5HcWrEbE5H7Rb2fYNL7rjMcwWWqTIu7fo06s7ga4OD7J0vrqOKdmNozl+7QGqHfjXx9iLui8sP4/hkPLmYjM4m/ZJ22Wv2hh2ymH1kZ+wrO2dTxhmyn+wX+x2w4F1wHLxfo8Ggr3nFNiI4/QvJ98OX</latexit>

B

<latexit sha1_base64="18oXABJM+W/99f6EOdJyDydF+jY=">AAACg3icbZHfa9swEMcVb1277Fe7Pe7FLAw6BsEOZevLoNA9bG8dLGnBNuUsnxMtkuxJ55Ug/D/0tfvP9t9MTl1Y0h0Ivnzvc9LpLq+lsBRFfwbBg4c7j3b3Hg+fPH32/MX+wcuZrRrDccorWZmLHCxKoXFKgiRe1AZB5RLP8+Vplz//hcaKSn+nVY2ZgrkWpeBA3pp9tRJ0cbk/isbROsL7Iu7FiPVxdnkwmKdFxRuFmrgEa5M4qilzYEhwie0wbSzWwJcwx8RLDQpt5tbttuFb7xRhWRl/NIVr998KB8ralco9qYAWdjvXmf/LJQ2Vx5kTum4INb99qGxkSFXY/T0shEFOcuUFcCN8ryFfgAFOfkLDVOMVr5TyA3GpzQ20SZy5VGJJh6M4NWK+oHftFvZzg0vuuMxzBZapMi7t+jTqzuC3BgfZO59dRxXtxtCcv3aJ1A79auLtRdwXs8k4/jA++jYZnRz1S9pjr9kbdshi9pGdsC/sjE0ZZz/YNbthv4Od4H0wCXo2GPQ1r9hGBJ/+AvNPxeA=</latexit>

Island

<latexit sha1_base64="yGmgiTr033gKEhTbqKXLfDKL3Zk=">AAAChXicbZFNa9tAEIbX6kdS9yNJe+xlqSmkhxopmLS3BlJCjynEiUESYbQa2Yt3V+ruqMUI/Yle2z/Wf9OVrUDtdGDh5Z1ndmdnskpJR2H4ZxA8ePjo8d7+k+HTZ89fHBwevbx2ZW0FTkWpSjvLwKGSBqckSeGssgg6U3iTLc+7/M13tE6W5opWFaYa5kYWUgB5a3ahgPj5xdXt4Sgch+vg90XUixHr4/L2aDBP8lLUGg0JBc7FUVhR2oAlKRS2w6R2WIFYwhxjLw1odGmzbrjlb72T86K0/hjia/ffiga0cyudeVIDLdxurjP/l4trKj6mjTRVTWjE5qGiVpxK3v2e59KiILXyAoSVvlcuFmBBkJ/RMDH4Q5Rag8mbxGUW2jhKm0RhQcejKLFyvqB37Q72bYuL77jUczkWibZN0vVp9Z0hNoYA1Tufm47K262hNf7aJVI79KuJdhdxX1yfjKPT8eTryehs0i9pn71mb9gxi9gHdsa+sEs2ZYIp9pP9Yr+DveB9MAlON2gw6Gtesa0IPv0FmDjGHQ==</latexit>

Flat CFT

Figure 9. Phase-D2 for JT gravity. The purple dashed circles denote the boundary gaps between
A ∪ IR,A and B ∪ IR,B

The entanglement entropies for A, B and A ∪B are

S(A) = S([b1, b2]) =
c

3
log

b2 − b1
ε

, (4.8)

S(B) = Sgen(b3) + Sgen(b4), (4.9)

S(AB) = Sgen(b1) + Sgen(b4) +
c

3
log

b3 − b2
ε

. (4.10)

Then the mutual information is given by

I(A : B) =
c

3
log

b2 − b1
b3 − b2

+ Sgen(b3)− Sgen(b1) > 0

=
c

6
log

[
(b2 − b1)2

(b3 − b2)2

(b3 + a3)2

(b1 + a1)2

a1

a3

]
+ φr

(
1

a3
− 1

a1

)
> 0 (4.11)

In this case, the reflected entropy is given by (3.21). Physically speaking, since we are
working in a field theory manner, we should use (3.21), even though it is mathematically
equivalent to (3.18) and (3.19). Then the Markov gap is given by

h =
c

3
log

[(
1 +
√

1− x√
x

)2
(b3 − b2)(b1 + a1)

(b2 − b1)(b3 + a3)

√
a3

a1

]
+ φr

(
1

a1
− 1

a3

)
(4.12)

Notice that φ0 does not appear in (4.12) and mutual information (4.11), so we can always
tune φ0 to satisfy (4.6) and (4.7). It is not hard to find that ∂b3h > 0, so that h mono-
tonically increases with b3, the minimum is at b3 → b2. In this limit, the reflected entropy
reads

SR(A : B) ≈ c

3
log

(b2 − b1)(a1 + b2)

(b1 + a1)(b3 − b2)
+

2c

3
log 2. (4.13)

We write the reflected entropy in a suggestive way, in which the term 2c
3 log 2 is isolated,

and we explicitly include the divergent factor −(c/3) log(b3 − b2). The divergence in SR is
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Figure 10. The Markov gap h (4.12) for phase-D2 of JT model. We set φr = 100, c = 12000 and
b1 = 1. The horizontal axis is b2−b1, while the vertical axis is h/( 2c

3 log 2). Every curve corresponds
to a constant difference b3 − b2. At minima, we have b3 − b2 � b2 − b1.

guaranteed to be canceled by mutual information so that the Markov gap h is a well-defined
UV-regular quantity.

The Markov gap is then

h =
c

3
log

[
b2 + a1

b2 + a2

√
a2

a1

]
+ φr

(
1

a1
− 1

a2

)
+

2c

3
log 2. (4.14)

Again, we find h monotonically increases with b2, and the minimum now is taken at b2 '
b1. It is obvious that b1 = b2 is a solution to h = 2c

3 log 2, which turns out to be the
only acceptable solution. The other solution is either imaginary or excluded by b2 > b1.
Therefore, we conclude that

h ≥ 2c

3
log 2, (4.15)

with h→ 2c
3 log 2 when b1 ' b2 ' b3.

Notice that there is a subtlety. When taking the limit b2 → b3, we let b3− b2 � b2− b1,
and then we take b2 → b1. Therefore, in the limit b3 → b2 → b1, we still require that
b3 − b2 � b2 − b1 � b1. We can see this behavior in numerical computation. In Fig.10,
we show the Markov gap against b2 − b1 with a specific parameter setting, that is b1 = 1,
φr = 100 and c = 12000, the same as that used in [54]. For fixed b1, the minima are located
at positions that satisfy b3− b2 � b2− b1. As b3− b2 gets smaller, the minimum approaches
h = 2c

3 log 2 at b2 − b1 = 0.
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<latexit sha1_base64="s0HNXUp4ZEfxPJs+8lL+YPebUjs=">AAACh3icbZHfb9MwEMfdMNhWfmyDR14iqknjpSRTNfY4YA/wNiS6TYujynEurVXbCfZlqLLyX/DK/i/+G5w2k2i3kyx99b3P2ee7rJLCYhT97QVPtp4+297Z7T9/8fLV3v7B60tb1obDmJeyNNcZsyCFhjEKlHBdGWAqk3CVzb+0+atbMFaU+gcuKkgVm2pRCM7QWzdUcfetmbjPzWR/EA2jZYQPRdyJAeniYnLQm9K85LUCjVwya5M4qjB1zKDgEpo+rS1UjM/ZFBIvNVNgU7dsuQkPvZOHRWn80Rgu3f8rHFPWLlTmScVwZjdzrflYLqmxOE2d0FWNoPnqoaKWIZZh+/8wFwY4yoUXjBvhew35jBnG0U+pTzX84qVSTOeO2sywJolTRyUUeDSIqRHTGb5vNrCfa1xyz6Wey6Ggyjja9mnUvcFXBmeyc85dS+XN2tCcv3YO2PT9auLNRTwUl8fD+GQ4+j4anI26Je2Qt+QdOSIx+UjOyFdyQcaEE01+kz/kLtgNPgQnwekKDXpdzRuyFsGnfxf4x7U=</latexit>IB
<latexit sha1_base64="LW47NV/Rwe/nVRtdWFRlygDy8sg=">AAACiXicbZFNa9tAEIbX6kcSpx9Je+xFxAQSKEYqpgk9haaH9paEOAlohVmtRvbi3ZW6O2oxi/5Gr+3f6r/pylYgdjqw8PLOM7PDTFZJYTGK/vaCJ0+fPd/a3unvvnj56vXe/psbW9aGw5iXsjR3GbMghYYxCpRwVxlgKpNwm83P2/ztDzBWlPoaFxWkik21KARn6C1KFXffmom7ev+5mewNomG0jPCxiDsxIF1cTPZ7U5qXvFagkUtmbRJHFaaOGRRcQtOntYWK8TmbQuKlZgps6pZDN+Ghd/KwKI1/GsOl+7DCMWXtQmWeVAxndjPXmv/LJTUWp6kTuqoRNF99VNQyxDJsNxDmwgBHufCCcSP8rCGfMcM4+j31qYafvFSK6dxRmxnWJHHqqIQCjwYxNWI6w+NmA/u+xiX3XOq5HAqqjKPtnEbdG3xlcCY754trqbxZW5rzbeeATd+fJt48xGNx82EYfxyOLkeDs1F3pG3yjhyQIxKTE3JGvpILMiacVOQX+U3+BLtBHJwGn1Zo0Otq3pK1CM7/AXPJyEc=</latexit>IR,B

<latexit sha1_base64="sd3krPBimoGBHcdSyKeDcbc10Sg=">AAACgXicbZFNa9tAEIbXSj9S9ytpj72ImkJyqJFSkxZ6CbSHHlOok4AkzGg1shfvrpTdUYtZ9Bd6Tf5a/01XtgK104GFl3ee2Z2dyWspLEXRn0Gw9+Dho8f7T4ZPnz1/8fLg8NWFrRrDccorWZmrHCxKoXFKgiRe1QZB5RIv8+WXLn/5E40Vlf5BqxozBXMtSsGBOus9zD7MDkbROFpHeF/EvRixPs5nh4N5WlS8UaiJS7A2iaOaMgeGBJfYDtPGYg18CXNMvNSg0GZu3WwbvvNOEZaV8UdTuHb/rXCgrF2p3JMKaGF3c535v1zSUPkpc0LXDaHmm4fKRoZUhd3Pw0IY5CRXXgA3wvca8gUY4OTnM0w1/uKVUqALl9rcQJvEmUsllnQ0ilMj5gs6bnew6y0uueMyzxVYpsq4tOvTqDuDbwwOsne+uo4q2q2hOX/tEqkd+tXEu4u4Ly5OxvHpePJ9Mjqb9EvaZ2/YW3bEYvaRnbFv7JxNGWcL9pvdsNtgLzgOouBkgwaDvuY124rg818OzMST</latexit>�a3

<latexit sha1_base64="lZISzZDH8zIMZtAz0fA6i8aN9KY=">AAACgXicbZFNa9tAEIbXStuk7kc+euxF1BSSQ40UTFPoJZAeekyhTgKSMKPVyF68u1J3Ry1m0V/otf1r/Tdd2QrUTgcWXt55Znd2Jq+lsBRFfwbB3qPHT/YPng6fPX/x8vDo+OTGVo3hOOWVrMxdDhal0DglQRLvaoOgcom3+fKqy99+R2NFpb/SqsZMwVyLUnCgznoHs3h2NIrG0TrChyLuxYj1cT07HszTouKNQk1cgrVJHNWUOTAkuMR2mDYWa+BLmGPipQaFNnPrZtvwrXeKsKyMP5rCtftvhQNl7UrlnlRAC7ub68z/5ZKGyg+ZE7puCDXfPFQ2MqQq7H4eFsIgJ7nyArgRvteQL8AAJz+fYarxB6+UAl241OYG2iTOXCqxpNNRnBoxX9BZu4N92+KSey7zXIFlqoxLuz6Nujf4xuAge+eT66ii3Rqa89cukdqhX028u4iH4uZ8HL8fT75MRpeTfkkH7DV7w05ZzC7YJfvMrtmUcbZgP9kv9jvYC86CKDjfoMGgr3nFtiL4+BcKmMSR</latexit>�a1

<latexit sha1_base64="dx8jqCV3d8mec9xu9l+KCpzqNjc=">AAACgHicbZFRb9MwEMfdjI1RxujgkZeICqm8lHiqAPE0CR54HIJuk5KocpxLatV2gn0BVVY+Aq/js/FtcNpMoh0nWfrrf7+zz3dZLYXFKPozCA4eHB49PH40fHzy5PTp6OzZla0aw2HOK1mZm4xZkELDHAVKuKkNMJVJuM5WH7v89Q8wVlT6G65rSBUrtSgEZ+itr9mCLkbjaBptIrwvaC/GpI/LxdmgTPKKNwo0csmsjWlUY+qYQcEltMOksVAzvmIlxF5qpsCmbtNrG77yTh4WlfFHY7hx/61wTFm7VpknFcOl3c915v9ycYPF+9QJXTcImm8fKhoZYhV2Hw9zYYCjXHvBuBG+15AvmWEc/XiGiYafvFKK6dwlNjOsjWnqEgkFTsY0MaJc4ut2D/u+w8V3XOq5HIpEGZd0fRp1Z/CtwZnsnU+uo/J2Z2jOX7sCbId+NXR/EffF1fmUvp3OvszGF7N+ScfkBXlJJoSSd+SCfCaXZE44Kckvckt+B0EwCd4EdIsGg77mOdmJ4MNfiA7EWw==</latexit>

b1
<latexit sha1_base64="N1zf5EFXoA0PbHWoeOpYJJVRPng=">AAACgHicbZFNj9MwEIbd8LWUr104comokMqlJKsKEKeV4MBxEXR3pSSqJs4ktWo7wZ6AKis/gSv8Nv4NTpuVaJeRLL165xl7PJM3UliKoj+j4NbtO3fvHd0fP3j46PGT45OnF7ZuDccFr2VtrnKwKIXGBQmSeNUYBJVLvMzXH/r85Xc0VtT6K20azBRUWpSCA3nrS748XR5Polm0jfCmiAcxYUOcL09GVVrUvFWoiUuwNomjhjIHhgSX2I3T1mIDfA0VJl5qUGgzt+21C196pwjL2vijKdy6/1Y4UNZuVO5JBbSyh7ne/F8uaal8lzmhm5ZQ891DZStDqsP+42EhDHKSGy+AG+F7DfkKDHDy4xmnGn/wWinQhUttbqBL4sylEkuaTuLUiGpFr7oD7Nsel1xzmecKLFNlXNr3adS1wXcGBzk4H11PFd3e0Jy/do3Ujf1q4sNF3BQXp7P4zWz+eT45mw9LOmLP2Qs2ZTF7y87YJ3bOFoyziv1kv9jvIAimwesg3qHBaKh5xvYieP8XiijEXA==</latexit>

b2
<latexit sha1_base64="75V1YgaWQrrU/zhj8QtKYAiyCF8=">AAACgHicbZFNj9MwEIbd8LWUr104comokMqlJFAB4rQSHDgugu6ulETVxJmkVm0n2BNQZeUncIXfxr/BabMS7TKSpVfvPGOPZ/JGCktR9GcU3Lh56/ado7vje/cfPHx0fPL43Nat4bjgtazNZQ4WpdC4IEESLxuDoHKJF/n6Q5+/+I7Gilp/pU2DmYJKi1JwIG99yZevl8eTaBZtI7wu4kFM2BBny5NRlRY1bxVq4hKsTeKoocyBIcElduO0tdgAX0OFiZcaFNrMbXvtwufeKcKyNv5oCrfuvxUOlLUblXtSAa3sYa43/5dLWirfZU7opiXUfPdQ2cqQ6rD/eFgIg5zkxgvgRvheQ74CA5z8eMapxh+8Vgp04VKbG+iSOHOpxJKmkzg1olrRi+4A+7bHJVdc5rkCy1QZl/Z9GnVl8J3BQQ7OR9dTRbc3NOevXSN1Y7+a+HAR18X5q1n8Zjb/PJ+czoclHbGn7Bmbspi9ZafsEztjC8ZZxX6yX+x3EATT4GUQ79BgNNQ8YXsRvP8LjELEXQ==</latexit>

b3

<latexit sha1_base64="DI0kaUbQMr25BjHlA1ynOK7OjLY=">AAACfnicbZFRb9MwEMfdwGCUARs88hJRgbaHlQRVY49D8MDjJtFtUhJNF+fSWrWdYF+GKiufgFf4cHwbnDaTaMdJlv763+/s811eS2Epiv4MggcPdx493n0yfLr37PmL/YOXl7ZqDMcpr2RlrnOwKIXGKQmSeF0bBJVLvMoXn7v81S0aKyr9jZY1ZgpmWpSCA3nr4tPN/igaR6sI74u4FyPWx/nNwWCWFhVvFGriEqxN4qimzIEhwSW2w7SxWANfwAwTLzUotJlbddqGb71ThGVl/NEUrtx/Kxwoa5cq96QCmtvtXGf+L5c0VJ5mTui6IdR8/VDZyJCqsPt2WAiDnOTSC+BG+F5DPgcDnPxwhqnGH7xSCnThUpsbaJM4c6nEkg5HcWrEbE5H7Rb2fYNL7rjMcwWWqTIu7fo06s7ga4OD7J0vrqOKdmNozl+7QGqHfjXx9iLui8sP4/hkPLmYjM4m/ZJ22Wv2hh2ymH1kZ+wrO2dTxhmyn+wX+x2w4F1wHLxfo8Ggr3nFNiI4/QvH3cOW</latexit>

A
<latexit sha1_base64="MiVWr1fj9OyrtOxYiiP8KWuAJyI=">AAACfnicbZFRb9MwEMfdwGCUARs88hJRgbaHlQRVY48T8MDjJtFtUhJNF+fSWrWdYF+GKiufgFf4cHwbnDaTaMdJlv763+/s811eS2Epiv4MggcPdx493n0yfLr37PmL/YOXl7ZqDMcpr2RlrnOwKIXGKQmSeF0bBJVLvMoXn7v81S0aKyr9jZY1ZgpmWpSCA3nr4tPN/igaR6sI74u4FyPWx/nNwWCWFhVvFGriEqxN4qimzIEhwSW2w7SxWANfwAwTLzUotJlbddqGb71ThGVl/NEUrtx/Kxwoa5cq96QCmtvtXGf+L5c0VJ5mTui6IdR8/VDZyJCqsPt2WAiDnOTSC+BG+F5DPgcDnPxwhqnGH7xSCnThUpsbaJM4c6nEkg5HcWrEbE5H7Rb2fYNL7rjMcwWWqTIu7fo06s7ga4OD7J0vrqOKdmNozl+7QGqHfjXx9iLui8sP4/hkPLmYjM4m/ZJ22Wv2hh2ymH1kZ+wrO2dTxhmyn+wX+x2w4F1wHLxfo8Ggr3nFNiI4/QvJ98OX</latexit>

B

<latexit sha1_base64="18oXABJM+W/99f6EOdJyDydF+jY=">AAACg3icbZHfa9swEMcVb1277Fe7Pe7FLAw6BsEOZevLoNA9bG8dLGnBNuUsnxMtkuxJ55Ug/D/0tfvP9t9MTl1Y0h0Ivnzvc9LpLq+lsBRFfwbBg4c7j3b3Hg+fPH32/MX+wcuZrRrDccorWZmLHCxKoXFKgiRe1AZB5RLP8+Vplz//hcaKSn+nVY2ZgrkWpeBA3pp9tRJ0cbk/isbROsL7Iu7FiPVxdnkwmKdFxRuFmrgEa5M4qilzYEhwie0wbSzWwJcwx8RLDQpt5tbttuFb7xRhWRl/NIVr998KB8ralco9qYAWdjvXmf/LJQ2Vx5kTum4INb99qGxkSFXY/T0shEFOcuUFcCN8ryFfgAFOfkLDVOMVr5TyA3GpzQ20SZy5VGJJh6M4NWK+oHftFvZzg0vuuMxzBZapMi7t+jTqzuC3BgfZO59dRxXtxtCcv3aJ1A79auLtRdwXs8k4/jA++jYZnRz1S9pjr9kbdshi9pGdsC/sjE0ZZz/YNbthv4Od4H0wCXo2GPQ1r9hGBJ/+AvNPxeA=</latexit>

Island

<latexit sha1_base64="yGmgiTr033gKEhTbqKXLfDKL3Zk=">AAAChXicbZFNa9tAEIbX6kdS9yNJe+xlqSmkhxopmLS3BlJCjynEiUESYbQa2Yt3V+ruqMUI/Yle2z/Wf9OVrUDtdGDh5Z1ndmdnskpJR2H4ZxA8ePjo8d7+k+HTZ89fHBwevbx2ZW0FTkWpSjvLwKGSBqckSeGssgg6U3iTLc+7/M13tE6W5opWFaYa5kYWUgB5a3ahgPj5xdXt4Sgch+vg90XUixHr4/L2aDBP8lLUGg0JBc7FUVhR2oAlKRS2w6R2WIFYwhxjLw1odGmzbrjlb72T86K0/hjia/ffiga0cyudeVIDLdxurjP/l4trKj6mjTRVTWjE5qGiVpxK3v2e59KiILXyAoSVvlcuFmBBkJ/RMDH4Q5Rag8mbxGUW2jhKm0RhQcejKLFyvqB37Q72bYuL77jUczkWibZN0vVp9Z0hNoYA1Tufm47K262hNf7aJVI79KuJdhdxX1yfjKPT8eTryehs0i9pn71mb9gxi9gHdsa+sEs2ZYIp9pP9Yr+DveB9MAlON2gw6Gtesa0IPv0FmDjGHQ==</latexit>

Flat CFT

<latexit sha1_base64="F62dZ4FJWST5Rtigq/3PDFBCeG8=">AAACgHicbZFNj9MwEIbd8LWUj92FI5eIClEOlARVgDitBAeOi6C7KyXRauJMUqu2E+wJqLLyE7jCb+Pf4LRZiXYZydKrd56xxzN5I4WlKPozCm7cvHX7zsHd8b37Dx4eHh0/OrN1azgueC1rc5GDRSk0LkiQxIvGIKhc4nm++tDnz7+jsaLWX2ndYKag0qIUHMhbX17C88ujSTSLNhFeF/EgJmyI08vjUZUWNW8VauISrE3iqKHMgSHBJXbjtLXYAF9BhYmXGhTazG167cJn3inCsjb+aAo37r8VDpS1a5V7UgEt7X6uN/+XS1oq32VO6KYl1Hz7UNnKkOqw/3hYCIOc5NoL4Eb4XkO+BAOc/HjGqcYfvFYKdOFSmxvokjhzqcSSppM4NaJa0otuD/u2wyVXXOa5AstUGZf2fRp1ZfCtwUEOzkfXU0W3MzTnr10hdWO/mnh/EdfF2etZ/GY2/zyfnMyHJR2wJ+wpm7KYvWUn7BM7ZQvGWcV+sl/sdxAE0+BVEG/RYDTUPGY7Ebz/Cwd0xB4=</latexit>

�a0

<latexit sha1_base64="7OP1ib+Kkdwvxg9K8OuGeSoOyeI=">AAACj3icbZFda9swFIYV76vNvpLtsjdiYdDBCPYI7a5Gxnax3nVjaQu2CbJ8nIhIsisddwThf7Lb7T/t30xOHVjSHRC8vOeRdHhPVklhMQz/9IJ79x88fHRw2H/85Omz54Phiwtb1obDjJeyNFcZsyCFhhkKlHBVGWAqk3CZrT61/csbMFaU+juuK0gVW2hRCM7QW/PBIFEMl5xJejZ3395+bOaDUTgON0XviqgTI9LV+XzYWyR5yWsFGrlk1sZRWGHqmEHBJTT9pLZQMb5iC4i91EyBTd1m9Ia+9k5Oi9L4o5Fu3H9vOKasXavMk+2gdr/Xmv/rxTUW71MndFUjaH77UVFLiiVtc6C5MMBRrr1g3Ag/K+VLZhhHn1Y/0fCDl0oxnbvEZoY1cZS6REKBx6MoMWKxxDfNHna9w8VbLvVcDkWijNuEbdTW4G6bfud8di2VNzuhOf/sCrDp+9VE+4u4Ky7ejaOT8eTrZDSddEs6IEfkFTkmETklU/KFnJMZ4eSG/CS/yO9gGJwGH4LpLRr0ujsvyU4FZ38BKD7J0Q==</latexit>IR,A

Figure 11. Phase-D3 for JT gravity. The purple dashed circle denotes the boundary gap between
A ∪ IR,A and B ∪ IR,B . a′ denotes the island cross-section.

Phase-D3

In this phase (Fig.11), we require A to have no entanglement island, but admits the reflected
island, which gives the conditions for this phase

S([b1, b2]) < Sgen(b1) + Sgen(b2), (4.16)

SR(A : B) <
2c

3
log

(
1 +
√

1− x√
x

)
. (4.17)

The entanglement entropies are

S(A) =S([b1, b2]), (4.18)

S(B) =Sgen(b3) + Sgen(b4), (4.19)

S(AB) =Sgen(b1) + Sgen(b4) + S([b2, b3]). (4.20)

Then the mutual information is given by

I(A : B) =
c

3
log

[
(b3 + a3)(b2 − b1)

(b1 + a1)(b3 − b2)

√
a1

a3

]
+ φr

(
1

a3
− 1

a1

)
. (4.21)

The reflected entropy can be derived via replica trick by the correlation functions of twist
operators, and the result is

SR(A : B) =
c

3
log

(b3 + a′)(b2 + a′)

a′(b3 − b2)
+ 2

φr
a′

+ 2φ0 +
c

3
log 2, (4.22)

in which a′ is island cross-section ∂IR,A ∩ ∂IR,B, given by the following equation

∂a′SR = 0⇒ 1

b2 + a′
+

1

b3 + a′
− 1

a′
− q

a′2
= 0. (4.23)

We arrive at the Markov gap

h =
c

3
log

[
(b3 + a′)(b2 + a′)(b1 + a1)

a′(b3 + a3)(b2 − b1)

√
a3

a1

]
+ φr

(
2

a′
− 1

a3
+

1

a1

)
+ 2φ0 +

c

3
log 2

≥ c

3
log

[√
a2a3(b3 + a′)(b2 + a′)

a′(b3 + a3)(b2 + a2)

]
+ φr

(
2

a′
− 1

a3
− 1

a2

)
+
c

3
log 2, (4.24)
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<latexit sha1_base64="s0HNXUp4ZEfxPJs+8lL+YPebUjs=">AAACh3icbZHfb9MwEMfdMNhWfmyDR14iqknjpSRTNfY4YA/wNiS6TYujynEurVXbCfZlqLLyX/DK/i/+G5w2k2i3kyx99b3P2ee7rJLCYhT97QVPtp4+297Z7T9/8fLV3v7B60tb1obDmJeyNNcZsyCFhjEKlHBdGWAqk3CVzb+0+atbMFaU+gcuKkgVm2pRCM7QWzdUcfetmbjPzWR/EA2jZYQPRdyJAeniYnLQm9K85LUCjVwya5M4qjB1zKDgEpo+rS1UjM/ZFBIvNVNgU7dsuQkPvZOHRWn80Rgu3f8rHFPWLlTmScVwZjdzrflYLqmxOE2d0FWNoPnqoaKWIZZh+/8wFwY4yoUXjBvhew35jBnG0U+pTzX84qVSTOeO2sywJolTRyUUeDSIqRHTGb5vNrCfa1xyz6Wey6Ggyjja9mnUvcFXBmeyc85dS+XN2tCcv3YO2PT9auLNRTwUl8fD+GQ4+j4anI26Je2Qt+QdOSIx+UjOyFdyQcaEE01+kz/kLtgNPgQnwekKDXpdzRuyFsGnfxf4x7U=</latexit>IB
<latexit sha1_base64="LW47NV/Rwe/nVRtdWFRlygDy8sg=">AAACiXicbZFNa9tAEIbX6kcSpx9Je+xFxAQSKEYqpgk9haaH9paEOAlohVmtRvbi3ZW6O2oxi/5Gr+3f6r/pylYgdjqw8PLOM7PDTFZJYTGK/vaCJ0+fPd/a3unvvnj56vXe/psbW9aGw5iXsjR3GbMghYYxCpRwVxlgKpNwm83P2/ztDzBWlPoaFxWkik21KARn6C1KFXffmom7ev+5mewNomG0jPCxiDsxIF1cTPZ7U5qXvFagkUtmbRJHFaaOGRRcQtOntYWK8TmbQuKlZgps6pZDN+Ghd/KwKI1/GsOl+7DCMWXtQmWeVAxndjPXmv/LJTUWp6kTuqoRNF99VNQyxDJsNxDmwgBHufCCcSP8rCGfMcM4+j31qYafvFSK6dxRmxnWJHHqqIQCjwYxNWI6w+NmA/u+xiX3XOq5HAqqjKPtnEbdG3xlcCY754trqbxZW5rzbeeATd+fJt48xGNx82EYfxyOLkeDs1F3pG3yjhyQIxKTE3JGvpILMiacVOQX+U3+BLtBHJwGn1Zo0Otq3pK1CM7/AXPJyEc=</latexit>IR,B

<latexit sha1_base64="sd3krPBimoGBHcdSyKeDcbc10Sg=">AAACgXicbZFNa9tAEIbXSj9S9ytpj72ImkJyqJFSkxZ6CbSHHlOok4AkzGg1shfvrpTdUYtZ9Bd6Tf5a/01XtgK104GFl3ee2Z2dyWspLEXRn0Gw9+Dho8f7T4ZPnz1/8fLg8NWFrRrDccorWZmrHCxKoXFKgiRe1QZB5RIv8+WXLn/5E40Vlf5BqxozBXMtSsGBOus9zD7MDkbROFpHeF/EvRixPs5nh4N5WlS8UaiJS7A2iaOaMgeGBJfYDtPGYg18CXNMvNSg0GZu3WwbvvNOEZaV8UdTuHb/rXCgrF2p3JMKaGF3c535v1zSUPkpc0LXDaHmm4fKRoZUhd3Pw0IY5CRXXgA3wvca8gUY4OTnM0w1/uKVUqALl9rcQJvEmUsllnQ0ilMj5gs6bnew6y0uueMyzxVYpsq4tOvTqDuDbwwOsne+uo4q2q2hOX/tEqkd+tXEu4u4Ly5OxvHpePJ9Mjqb9EvaZ2/YW3bEYvaRnbFv7JxNGWcL9pvdsNtgLzgOouBkgwaDvuY124rg818OzMST</latexit>�a3

<latexit sha1_base64="lZISzZDH8zIMZtAz0fA6i8aN9KY=">AAACgXicbZFNa9tAEIbXStuk7kc+euxF1BSSQ40UTFPoJZAeekyhTgKSMKPVyF68u1J3Ry1m0V/otf1r/Tdd2QrUTgcWXt55Znd2Jq+lsBRFfwbB3qPHT/YPng6fPX/x8vDo+OTGVo3hOOWVrMxdDhal0DglQRLvaoOgcom3+fKqy99+R2NFpb/SqsZMwVyLUnCgznoHs3h2NIrG0TrChyLuxYj1cT07HszTouKNQk1cgrVJHNWUOTAkuMR2mDYWa+BLmGPipQaFNnPrZtvwrXeKsKyMP5rCtftvhQNl7UrlnlRAC7ub68z/5ZKGyg+ZE7puCDXfPFQ2MqQq7H4eFsIgJ7nyArgRvteQL8AAJz+fYarxB6+UAl241OYG2iTOXCqxpNNRnBoxX9BZu4N92+KSey7zXIFlqoxLuz6Nujf4xuAge+eT66ii3Rqa89cukdqhX028u4iH4uZ8HL8fT75MRpeTfkkH7DV7w05ZzC7YJfvMrtmUcbZgP9kv9jvYC86CKDjfoMGgr3nFtiL4+BcKmMSR</latexit>�a1

<latexit sha1_base64="dx8jqCV3d8mec9xu9l+KCpzqNjc=">AAACgHicbZFRb9MwEMfdjI1RxujgkZeICqm8lHiqAPE0CR54HIJuk5KocpxLatV2gn0BVVY+Aq/js/FtcNpMoh0nWfrrf7+zz3dZLYXFKPozCA4eHB49PH40fHzy5PTp6OzZla0aw2HOK1mZm4xZkELDHAVKuKkNMJVJuM5WH7v89Q8wVlT6G65rSBUrtSgEZ+itr9mCLkbjaBptIrwvaC/GpI/LxdmgTPKKNwo0csmsjWlUY+qYQcEltMOksVAzvmIlxF5qpsCmbtNrG77yTh4WlfFHY7hx/61wTFm7VpknFcOl3c915v9ycYPF+9QJXTcImm8fKhoZYhV2Hw9zYYCjXHvBuBG+15AvmWEc/XiGiYafvFKK6dwlNjOsjWnqEgkFTsY0MaJc4ut2D/u+w8V3XOq5HIpEGZd0fRp1Z/CtwZnsnU+uo/J2Z2jOX7sCbId+NXR/EffF1fmUvp3OvszGF7N+ScfkBXlJJoSSd+SCfCaXZE44Kckvckt+B0EwCd4EdIsGg77mOdmJ4MNfiA7EWw==</latexit>

b1
<latexit sha1_base64="N1zf5EFXoA0PbHWoeOpYJJVRPng=">AAACgHicbZFNj9MwEIbd8LWUr104comokMqlJKsKEKeV4MBxEXR3pSSqJs4ktWo7wZ6AKis/gSv8Nv4NTpuVaJeRLL165xl7PJM3UliKoj+j4NbtO3fvHd0fP3j46PGT45OnF7ZuDccFr2VtrnKwKIXGBQmSeNUYBJVLvMzXH/r85Xc0VtT6K20azBRUWpSCA3nrS748XR5Polm0jfCmiAcxYUOcL09GVVrUvFWoiUuwNomjhjIHhgSX2I3T1mIDfA0VJl5qUGgzt+21C196pwjL2vijKdy6/1Y4UNZuVO5JBbSyh7ne/F8uaal8lzmhm5ZQ891DZStDqsP+42EhDHKSGy+AG+F7DfkKDHDy4xmnGn/wWinQhUttbqBL4sylEkuaTuLUiGpFr7oD7Nsel1xzmecKLFNlXNr3adS1wXcGBzk4H11PFd3e0Jy/do3Ujf1q4sNF3BQXp7P4zWz+eT45mw9LOmLP2Qs2ZTF7y87YJ3bOFoyziv1kv9jvIAimwesg3qHBaKh5xvYieP8XiijEXA==</latexit>

b2
<latexit sha1_base64="75V1YgaWQrrU/zhj8QtKYAiyCF8=">AAACgHicbZFNj9MwEIbd8LWUr104comokMqlJFAB4rQSHDgugu6ulETVxJmkVm0n2BNQZeUncIXfxr/BabMS7TKSpVfvPGOPZ/JGCktR9GcU3Lh56/ado7vje/cfPHx0fPL43Nat4bjgtazNZQ4WpdC4IEESLxuDoHKJF/n6Q5+/+I7Gilp/pU2DmYJKi1JwIG99yZevl8eTaBZtI7wu4kFM2BBny5NRlRY1bxVq4hKsTeKoocyBIcElduO0tdgAX0OFiZcaFNrMbXvtwufeKcKyNv5oCrfuvxUOlLUblXtSAa3sYa43/5dLWirfZU7opiXUfPdQ2cqQ6rD/eFgIg5zkxgvgRvheQ74CA5z8eMapxh+8Vgp04VKbG+iSOHOpxJKmkzg1olrRi+4A+7bHJVdc5rkCy1QZl/Z9GnVl8J3BQQ7OR9dTRbc3NOevXSN1Y7+a+HAR18X5q1n8Zjb/PJ+czoclHbGn7Bmbspi9ZafsEztjC8ZZxX6yX+x3EATT4GUQ79BgNNQ8YXsRvP8LjELEXQ==</latexit>

b3

<latexit sha1_base64="DI0kaUbQMr25BjHlA1ynOK7OjLY=">AAACfnicbZFRb9MwEMfdwGCUARs88hJRgbaHlQRVY49D8MDjJtFtUhJNF+fSWrWdYF+GKiufgFf4cHwbnDaTaMdJlv763+/s811eS2Epiv4MggcPdx493n0yfLr37PmL/YOXl7ZqDMcpr2RlrnOwKIXGKQmSeF0bBJVLvMoXn7v81S0aKyr9jZY1ZgpmWpSCA3nr4tPN/igaR6sI74u4FyPWx/nNwWCWFhVvFGriEqxN4qimzIEhwSW2w7SxWANfwAwTLzUotJlbddqGb71ThGVl/NEUrtx/Kxwoa5cq96QCmtvtXGf+L5c0VJ5mTui6IdR8/VDZyJCqsPt2WAiDnOTSC+BG+F5DPgcDnPxwhqnGH7xSCnThUpsbaJM4c6nEkg5HcWrEbE5H7Rb2fYNL7rjMcwWWqTIu7fo06s7ga4OD7J0vrqOKdmNozl+7QGqHfjXx9iLui8sP4/hkPLmYjM4m/ZJ22Wv2hh2ymH1kZ+wrO2dTxhmyn+wX+x2w4F1wHLxfo8Ggr3nFNiI4/QvH3cOW</latexit>

A
<latexit sha1_base64="MiVWr1fj9OyrtOxYiiP8KWuAJyI=">AAACfnicbZFRb9MwEMfdwGCUARs88hJRgbaHlQRVY48T8MDjJtFtUhJNF+fSWrWdYF+GKiufgFf4cHwbnDaTaMdJlv763+/s811eS2Epiv4MggcPdx493n0yfLr37PmL/YOXl7ZqDMcpr2RlrnOwKIXGKQmSeF0bBJVLvMoXn7v81S0aKyr9jZY1ZgpmWpSCA3nr4tPN/igaR6sI74u4FyPWx/nNwWCWFhVvFGriEqxN4qimzIEhwSW2w7SxWANfwAwTLzUotJlbddqGb71ThGVl/NEUrtx/Kxwoa5cq96QCmtvtXGf+L5c0VJ5mTui6IdR8/VDZyJCqsPt2WAiDnOTSC+BG+F5DPgcDnPxwhqnGH7xSCnThUpsbaJM4c6nEkg5HcWrEbE5H7Rb2fYNL7rjMcwWWqTIu7fo06s7ga4OD7J0vrqOKdmNozl+7QGqHfjXx9iLui8sP4/hkPLmYjM4m/ZJ22Wv2hh2ymH1kZ+wrO2dTxhmyn+wX+x2w4F1wHLxfo8Ggr3nFNiI4/QvJ98OX</latexit>
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Figure 12. Phase-D4 for JT gravity. The purple dashed circle denotes the boundary gap between
A ∪ IR(A) and B ∪ IR(B). a′ denotes the island cross-section.

where we have used (4.16).
If q � 1, we get a simple solution to island cross section (4.23), that is

a′ ≈
√
b2b3. (4.25)

This is reminiscent of the DES result. In the limit q → 0, the second term φr/a in gener-
alized entropy (4.3) can be ignored, so that the generalized entropy is given by an effective
term plus a constant area term φ0. This is indeed similar to the boundary QES description
of the DES model [56]. In addition, we also have

a2 ≈ b2, a3 ≈ b3 (4.26)

Inserting (4.25) and (4.26) into (4.24), we get

h ≥ c
3

log
(
√
b2 +

√
b3)2

4
√
b2b3

+
cq

6

(
2√
b2b3

− 1

b3
− 1

b2

)
+
c

3
log 2

&
c

3
log

(
√
b2 +

√
b3)2

4
√
b2b3

+
c

3
log 2

≥ c
3

log 2. (4.27)

For general q, it is hard to analytically solve the lower bound of the Markov gap.
Numerically we find that the R.H.S of (4.24) grows with b3, and clearly, if b3 = b2 the
second line of (4.24) equals c

3 log 2, as a′ in this case reduces to a2. Therefore, we conclude
that

h >
c

3
log 2, lim

b3→b2
h =

c

3
log 2. (4.28)

Phase-D4

In phase-D4 (Fig.12), both A and B have their islands, and the mutual information I(A :

B) > 0. The entanglement entropies for A, B and AB are

S(A) =Sgen(b1) + Sgen(b2), (4.29)

S(B) =Sgen(b3) + Sgen(b4), (4.30)

S(AB) =Sgen(b1) + Sgen(b4) + S([b2, b3]). (4.31)
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Then the mutual information is given by

I(A : B) = Sgen(b2) + Sgen(b3)− S([b2, b3])

= 2φ0 + φr

(
1

a2
+

1

a3

)
+
c

6
log

(b2 + a2)2(b3 + a3)2

a2a3(b3 − b2)2
. (4.32)

The reflected entropy for this phase is given by

SR(A : B) =
c

3
log

(b3 + a′)(b2 + a′)

a′(b3 − b2)
+ 2

φr
a′

+ 2φ0 +
c

3
log 2, (4.33)

Then the Markov gap is

h = SR − I

= φr

(
2

a′
− 1

a2
− 1

a3

)
+
c

3
log

[√
a2a3

a′
(b3 + a′)(b2 + a′)

(b2 + a2)(b3 + a3)

]
+
c

3
log 2

>
c

3
log 2, (4.34)

where the second line is just the second line in (4.24). So we conclude that

h >
c

3
log 2, lim

b3→b2
h =

c

3
log 2. (4.35)

5 The Markov gap for generic 2D extremal black holes

In this section, we derive the Markov gap in a rather generic 2D extremal black hole coupled
to CFT at large central charge limit. The computation is performed using the correlation
functions of twist operators.

5.1 Setups

The metric of generic 2d extremal black holes can be written in a conformally-flat vacuum
coordinate4, that is,

ds2 = − 1

Ω2
dx+dx−, (5.1)

where x± = t± x. At the static time slice, the generalized entropy is given by

Sgen([−a, b]) =
A(−a)

4G
(2)
N

+ Seff([−a, b]), (5.2)

where A is the area term and the effective entropy is

Seff([−a, b]) =
c

6
log

d2
−ab

Ω−aΩb
, (5.3)

where
d−ab ≡ |xb − x−a| (5.4)

4Note that for AdS black holes, to make black holes evaporate, we glue the original AdS spacetime with
a flat spacetime along the boundary and impose the transparent boundary condition.
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is the distance on the time slice ta = tb of the flat spacetimes ds2 = −dx+dx−. The
minimization of the generalized entropy (5.2) with respect to a gives the entanglement
entropy of the interval [0, b], that is

S([0, b]) = Min{Exta{Sgen([−a, b])}}. (5.5)

For an interval [b, c] which does not admit an entanglement island, the entanglement entropy
is

S([b, c]) = Seff([b, c]) =
c

6
log

d2
bc

ΩcΩb
. (5.6)

This reduces to c
3 log dbc for flat CFT with Ω = 1.

5.2 The Markov gap

Without loss of generality, we consider only phase-D2 and phase-D4.

Phase-D2

For phase-D2 (Fig.9), the Markov gap is

h =
c

3
log

[(
1 +
√

1− x√
x

)2
db3b2d−a1b1
db2b1d−a3b3

√
Ω−a3
Ω−a1

]
+
A(−a1)

4GN
− A(−a3)

4GN
, (5.7)

where the cross-ratio is given by

x =
d−a1b1db3b2
d−a1b2db3b1

. (5.8)

It is easy to find that as b2 → b3, the Markov gap (5.7) decreases. Thus it is enough to
prove our boundary inequality (2.8) in the limit of b2 → b3. The reflected entropy in this
limit is reduced to

SR(A : B) =
2c

3
log

2√
x

=
c

3
log

db3b1d−a1b2
d−a1b1db3b2

+
2c

3
log 2,

(5.9)

which can be further written as

SR(A : B) =
c

6

(
log

d2
b3b1

Ωb3Ωb1

+ log
d2
−a1b2

Ωb2Ω−a1
− log

d2
−a1b1

Ωb1Ω−a1
− log

d2
b3b2

Ωb3Ωb2

)
+

2c

3
log 2.

(5.10)
Using (5.2), (5.3) and (5.6), (5.10) can be written as

SR
math
= S([b1, b3]) + Sgen([−a1, b2])− Sgen([−a1, b1])− S([b2, b3]) +

2c

3
log 2, (5.11)

where math
= means that the equal sign should be understood from the mathematical aspect

rather than the physical aspect. Notice that we have

S([b1, b3]) ≥ S(A), (5.12)

S([b2, b3]) + Sgen([−a1, b1]) = S(AB)− Sgen([−a4, b4]). (5.13)
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Then the reflected entropy should satisfy

SR ≥ S(A) + Sgen([−a1, b2]) + Sgen([−a4, b4])− S(AB) +
2c

3
log 2

≥ S(A) + S(B)− S(AB) +
2c

3
log 2

= I(A : B) +
2c

3
log 2. (5.14)

where the second line is from the fact that Sgen([−a2, b2]) is the minimum in varying a, i.e.
Sgen([−a1, b2]) > Sgen([−a2, b2]), and S(B) = Sgen([−a2, b2]) + Sgen([−a4, b4]). The result
is just as expected from our boundary inequality (2.8). And the equality h = 2c

3 log 2 is
taken at b3 ' b2 ' b1.

Phase-D4

For phase-D4 (Fig.12), the reflected entropy at large c limit is

SR(A : B)

=2
A(−a′)
4G

(2)
N

+ lim
n,m→1

1

1− n log

〈
σgA (b1)σg−1

A
(a1)

〉〈
σg−1

A
(b2)σgB (b3)σgAg−1

B
(−a′)

〉
CFT⊗mn(〈

σgm (b1)σg−1
m

(a1)
〉〈

σg−1
m

(b2)σgm (b3)
〉
CFT⊗m

)n ,

(5.15)

where σgA , σgAg−1
B
, σgm are twist operators living at the endpoints of the intervals (branch

points in the replica manifold) with the scaling dimensions [49]

∆gAg
−1
B

=
c

12n
(n− 1)(n+ 1) = 2∆n, ∆gA = ∆g−1

A
= n∆m =

cn(m2 − 1)

24m
. (5.16)

We drop the twists at b4 and a4, as they factorize and will be canceled in the Markov gap
h. Note that in the limit m→ 1, we have scaling dimension ∆gA = ∆g−1

A
= ∆m = 0 . Thus

only the 3-point function contributes and (5.15) is reduced to

SR(A : B)
m→1
= 2
A(−a′)
4G

(2)
N

+ lim
n→1

1

1− n log
〈
σg−1

A
(b2)σgB (b3)σgAg−1

B

(
−a′
)〉

=2
A(−a′)
4G

(2)
N

+
c

6
log

(
d2
−a′b3

Ω−a′Ωb3

d2
−a′b2

Ω−a′Ωb2

Ωb2Ωb3

d2
b2b3

)
+ C ′n→1,m→1,

(5.17)

where
C ′n,m ≡

1

1− n logCn,m (5.18)

and Cn,m = (2m)−4∆n is the structure constant of 3-point correlation function and

C ′n→1,m→1 =
c

3
log 2. (5.19)

Using (5.2), (5.3) and (5.6), (5.17) can be written as

SR
math
= Sgen([−a′, b3]) + Sgen([−a′, b2])− S([b2, b3]) +

c

3
log 2 (5.20)
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Again, the equal sign here should be understood from the mathematical aspect rather than
the physical aspect. With the same argument as in the previous phase, we can arrive at

SR ≥ I(A : B) +
c

3
log 2, (5.21)

where we used

Sgen([−a′, b3]) ≥ Sgen([−a3, b3]) = S(B)− Sgen([−a4, b4]), (5.22)

Sgen([−a′, b2]) + Sgen([−a1, b1]) ≥ S(A), (5.23)

Sgen([−a1, b1]) + S([b2, b3]) = S(AB)− Sgen([−a4, b4]). (5.24)

The equality in (5.21) is taken at b2 ' b3. As expected from (2.8), the lower bound is c
3 log 2

as there is only one gap between A ∪ IR,A and B ∪ IR,B.
From the above analysis for phase-D4, it is insightful to see that the lower bound of

Markov gap c
3 log 2 stems from the 3-point structure constant from the boundary viewpoint.

6 Discussion

We have studied the Markov gap in the DES model, JT gravity and generic 2d extremal
black holes in the presence of islands for different phases. Some of these phases are not
considered in the literature. For example, phase-D3, where A has no entanglement island
but admits a reflected island. In doing this, we correct some little errors in literature
as by-products. Then, all the results respect the bulk inequality (2.7) and the boundary
inequality (2.8). However, the rigorous proof remains unknown, either from the bulk gravity
side or the boundary theory side. We point out the obstacle. In [1], this inequality is proved
by using a property of the right-angled pentagon. That is, for a right-angled pentagon in
hyperbolic space, the lengths of its three sides satisfy α + β − σ ≥ log 2, where α and β

are adjacent, and σ is non-adjacent to α and β. The right-angled pentagon is enclosed by
geodesics and degenerate sides at infinity. In the DES model, the EoW brane, which locates
along θ0 in bulk, is neither a geodesic nor asymptotic infinity in Poincaré half-plane5.

While all the results respect (2.8), there are some points we would like to stress. For
two single intervals A and B, whereas AB admits entanglement island IAB, there could be
no island cross-section a′6, like in phase-D2 and phase-A3. Since IR,A ∪ IR,B = IAB, we
have either IR,A = IAB, IR,B = ∅, or IR,B = IAB, IR,A = ∅. This can be determined from
bulk using the entanglement wedge cross-section, which divides the entanglement wedge of
AB into two parts. Nevertheless, from the boundary topology, this is subtle. If only one of
them admits an entanglement island, it is natural to assign the reflected island to this one.
If both A and B have their entanglement island, there is always an island cross-section that
will divide the reflected island into their corresponding parts. To show this in DES model,
we just change the “≤” into “≥” in (3.43),

f ≥ log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

(b3 − b2)2

(
√
b2 +

√
b3)4

4b1b2
(b2 − b1)2

]
. (6.1)

5The only exception is when the brane has no tension. In this case, the brane is located at θ0 = 0, a
geodesic. We show the geometric proof for this case in Appdendix.D.

6By no island cross-section, we mean it would not give a minimum reflected entropy.
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Figure 13. The phase where AB has an island, but they do not admit an individual. The two
possible EWCSs are shown with dashed curves, the corresponding reflected islands are denoted with
the same color. These two give the same lower bound for the Markov gap h ≥ c

3 log 2.

A1
A2B1 B2 A1

A2B1 B2

Figure 14. Left: Both entanglement wedges of A and B are disconnected. Right: The en-
tanglement wedge of A is connected while B is disconnected. The black dashed line denotes the
cross-section.

If we prove the R.H.S is positive, then f is also positive, indicating an island cross-section’s
existence. Note that the R.H.S monotonically increases with b3 as long as b3 > b2. Thus
the R.H.S is always larger than its value at b3 = b2, which leads to

f ≥ 2 log

(√
b2
b1

+

√
b1
b2

)
≥ 2 log 2 > 0. (6.2)

So if both A and B have entanglement islands, they have reflected islands. Furthermore,
if none of them has an entanglement island, then we cannot tell whether IR,A = IR or
IR,B = IR from the simple topology of boundary regions. Fortunately, we do not need to
bother as they both have one gap. See Fig.13 for an illustration.

Nevertheless, the boundary statement (1.3) is not valid generally for multi-interval
regions with disconnected EWCS. An example is shown in Fig.14 on the left. The reason
is that we miss some information here. The HPS proposal (2.6) relies on the bulk object,
namely the entanglement wedge cross-section, which is determined after we know the states
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of the boundary regions. In contrast, the boundary statement considers only the topological
information of the two boundary regions with a non-vanishing mutual information. Even
if the inequality is satisfied, the lower bound might be underestimated due to missing
information. In order to get a more accurate lower bound, more information about the
regions is required to incorporate. That would make it more challenging.

However, we conjecture that the lower bound can also be obtained by counting gaps,
but in a more complicated way, as we should input the information about the lengths of
intervals. The basic idea is to decompose the disconnected region A = ∪iAi into different
multi-interval subregions Aj each with a closed contraction, like in [63] using the monodromy
method. In bulk, every subregion should correspond to its individual single connected
entanglement wedge [63, 64], which can be determined by their lengths in the vacuum state
of CFT. We denote the number of gaps between a subregion Aj and a subregion Bk in B
by Njk. Then the total number of gaps between A and B is given by N =

∑
j,kNjk. Note

that only gaps between two subregions with non-vanishing mutual information are counted.
Although this statement seems much more elaborate than the HPS inequality, determining
EWCS for generic two multi-interval regions is not direct. One should determine the whole
entanglement wedge first. In doing this, the decomposition into subregions Aj and Bk is
already done. See Fig.14 for two examples to demonstrate the above observation. On
the left, the EWCS is the three disconnected dashed geodesics with 3 boundaries. The
entanglement wedges of A = A1∪A2 and B = B1∪B2 are disconnected. So A1 = A1,A2 =

A2 and B1 = B1,B2 = B2. Then we count the gaps

N = N11 +N21 +N22 = 1 + 1 + 1 = 3, (6.3)

notice that N12 = 0 due to I(A1 : B2) = 0 . On the right, the entanglement wedge of A is
connected, while that of B is disconnected. So A1 = A1 ∪A2 and B1 = B1,B2 = B2. Then
the number of gaps is given by

N = N12 = 1. (6.4)

These are precisely the number of boundaries of EWCS. As far as the phases in this paper
are concerned, the decomposition is trivial: A = A ∪ IR,A and B = B ∪ IR,B.

In holographic CFT, a non-vanishing Markov gap h indicates the existence of non-
trivial tripartite entanglement. Since h quantifies the deviation from having a perfect
Markov recovery map, this suggests that tripartite entanglement prevents a perfect Markov
recovery map. Moreover, in the spirit of [65], tripartite entanglement serves to assign
boundaries to EWCS in the dual spacetime [1]. On the boundary, this is realized by adding
gaps between the two regions, which can be rephrased as a physical gap leads to a gap
in quantum recovery. To us, the boundary inequality (2.8) seems comprehensible, as the
tripartite entanglement can be interpreted as entanglement among A, B, and the gap.

However, a caveat is in order. This simple relation (2.8) should be considered as a
property of the vacuum state because we did not input much information about the state.
When the whole CFT is in a mixed state, there must be further tripartite entanglement
between A, B, and a generic purification. Then the lower bound is underestimated. In
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this sense, the HPS inequality (2.6) has more promising validity in general states, as the
information about the state is embedded in its gravity dual. For instance, while a vacuum
CFT on a circle corresponds to a pure AdS3, a thermal state corresponds to a black hole in
the bulk. The number of boundaries of EWCS in the later state is larger. The additional
boundaries of EWCS can be interpreted as a result of the tripartite entanglement between
A,B and a purification.

One final remark. The lower bound of h varies in a discontinuous way as we change
the length of an interval and undergo some phase transitions7. But this does not mean
the Markov gap h varies always discontinuously. For example, as we vary the length of
[b1, b2] in phase-D2 in fig.3, we will encounter a phase transition to phase-D3 in fig.4. The
lower bound changes immediately from 2c

3 log 2 to c
3 log 2. Though the EWCS undergoes

a discontinuous change, its area is continuous (so does the reflected entropy SR), as the
phase transition happens when the two possible areas of EWCS coincide. Therefore, h is
continuous.

7 Conclusion

In this paper, we studied the Markov gap h ≡ SR − I, especially its lower bound, in the
DES, JT gravity models, and generic 2d extremal black holes. Phases with different island
configurations are considered. To get reasonable results, we correct some formulae in the
literature. Explicitly, we show how the lower bound of the Markov gap stems from the
OPE coefficient. This may shed light on general proof of (2.8). Our results support the
HPS inequality (2.6), with a specification that the lower bound only counts the boundaries
of EWCS on minimal surfaces. So (2.6) could be a more general statement for holographic
CFT. However, the general geometric proof for DES model or for island dominance requires
further study.

We proposed a boundary statement (2.8), that the lower bound of the Markov gap
h(A : B) is given by c

3 log 2 times the number of gaps between IR,A ∪ A and IR,B ∪ B.
This statement is justified in all the phases we considered. An analysis of the relation
between a gap and c

3 log 2 is made in Appendix.C, where we find that the different cutoffs
for the gap in mutual information and reflected entropy give rise to c

3 log 2. However, (2.8)
breaks down in certain situations where the boundary regions contain multi-intervals and
EWCS is disconnected, as only topological information is included in (2.8). For multi-
interval regions, we provide a possible generalization in Sec.6, and (2.8) is a trivial case.
On the other hand, this statement does not work for states other than vacuum states. The
entanglement entropy of vacuum states is characterized by the length of a region, which
is not true for generic states where other parameters appear. A more generic proof and a
physical interpretation of (2.8) from boundary theory are desired, potentially belonging to
future exploration.

Apart from reflected entropy, the Markov gap can also be defined by other mixed-
state measures claimed to be dual to EWCS. It is interesting to see if there are similar
inequalities for other “Markov gaps”. For example, in a generic purification instead of

7We do not consider phase transition by removing a gap.
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Figure 15. The distance between two geodesics, denoted by black circles, is the geodesic length
between P1 and P2 on the green circle.

the canonical one that corresponds to the definition of reflected entropy, the authors of [41]
proposed a generalized Markov gap based on partial entanglement entropy. The holographic
entanglement negativity E also admits a “Markov gap” with a similar HPS inequality [66].
But the prefactor should be c

4 log 2. In some sense, this problem reduces to checking the
dualities between EWCS and these quantities. Nevertheless, they may provide further
insights and perspectives, as they have different physical origins.
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A The distance between two geodesics

As shown in Fig.15, the distance between two parallel geodesics is the distance between P1

and P2. A unique geodesic, drawn in green, is determined by these two points. For it to be
the shortest, the green geodesic must be perpendicular to the others. We can obtain two
equations by the Euclidean Pythagorean theorem:

b21 + r2 = Ω2, (A.1)

r2 +

(
b3 − b2

2

)2

=

(
b3 + b2

2
− Ω

)2

, (A.2)

where r is the radius of green geodesic and Ω is the x-coordinate of its center. Solve these
equations, and we arrive at

Ω =
b21 + b2b3
b2 + b3

(A.3)

r =
1

b2 + b3

√
(b22 − b21)(b23 − b21). (A.4)
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Figure 16. The distance between a boundary point b2 and a geodesic, the black half-circle, is the
length of the geodesic between P1 and b2.

The intersections of the green geodesic with x axis are denoted as P0 and P3. The coordi-
nates of Pi are given by

y(P0) = 0, x(P0) = Ω− r, (A.5)

y(P1) =
rb1
Ω
, x(P1) = Ω− r2

Ω
, (A.6)

y(P2) =
r(b3 − b2)

b3 + b2 − 2Ω
, x(P2) =

2r2

b2 + b3 − 2Ω
+ Ω, (A.7)

y(P3) = 0, x(P3) = Ω + r. (A.8)

The distance between P1 and P2 is given by

D(P1, P2) =

∣∣∣∣log
||P2 − P0|| ||P1 − P3||
||P1 − P0|| ||P2 − P3||

∣∣∣∣ , (A.9)

where ||P1 − P2|| =
√

(x1 − x2)2 + (y1 − y2)2 is the Euclidean distance. Insert (A.5)-(A.8)
into (A.9), and we find the explicit expression for D(P1, P2)

D(P1, P2) =
1

2
log

[
b2b3 − b21 +

√
(b22 − b21)(b23 − b21)

b2b3 − b21 −
√

(b22 − b21)(b23 − b21)

]
. (A.10)

Notice that we assume that the center of one geodesic is located at origin, so b1, b2, b3 here
are understood as the x coordinates relative to this center. This allows one to generalize to
any case.

B The distance between a boundary point and a geodesic

We calculate the minimum length of a geodesic that connects a boundary point b2 and a
half-circle centered at the origin with radius b1. As usual, we work in Poincaré half-plane
with the metric

ds2 =
1

y2
(dx2 + dy2). (B.1)
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The target geodesic is shown in green in Fig.16, and it must be perpendicular to the
circle with radius b1. Suppose the green half-circle is centered at x = Ω with a radius r =

b2 −Ω. We denote its intersection with the geodesic as P1. By the Euclidean Pythagorean
theorem, we have the following equation

r2 + b21 = Ω2. (B.2)

The solution is

Ω =
b21 + b22

2b2
, r =

b22 − b21
2b2

. (B.3)

Then the length of the geodesic between b2 and P1 is given by

D(P1, b2) = log
2r

ε
+ arctanh

( r
Ω

)
= log

2r

ε
+ log

b2
b1

= log
b22 − b21
b1ε

. (B.4)

C Adjacent limit

We sketched how to obtain the adjacent results from disjoint phases in Sec.3.2.2. Here we
present a more concrete example on this point.

In Poincaré half-plane, the metric is divergent near the boundary CFT y = 0, corre-
sponding to the IR divergence of the bulk space. Set the yUV = ε, and the entanglement
entropy for an interval with length 2l is given by the area of the RT surface in unit of
4GN [2]

S(A) =
c

3
log

2l

ε
. (C.1)

Setting this cutoff means that we only measure the length of geodesics above y = ε. Note
that the formula works in the limit ε→ 0.

We would like to get mutual information for the case in which A vanishes from that
where A is finite. Mutual information is just a combination of entanglement entropies, and
these entropies are given by the area of their RT surfaces (C.1). One can achieve this goal
by simply setting S(A) = 0, which is effectively equivalent to 2l = ε, even though (C.1)
may not work for 2l ∼ ε.

Now we consider the reflected entropy or entanglement wedge cross-section. Suppose
A and B are gapped by two small intervals, as in Fig.17. Then entanglement wedge cross-
section is shown in Fig.17 with two ends on the RT surfaces of AB. Holographically, the
reflected entropy is given by twice the area of entanglement wedge cross-section. When
evaluating the reflected entropy, we should also set the cutoff as yUV = ε to make sure
calculations are consistent. We let the two gaps to be [−L − l,−L + l] and [L − l, L + l].

– 35 –



EW

AB B
0 L−L

2 2l � �

ε

Figure 17. A and B are gapped by two small intervals. The green line and red line denote
RT surfaces for A and B, respectively. The black dashed line denotes the entanglement wedge
cross-section EW between A and B. The cutoff is yUV = ε, which requires a gap of length 2ε.

The reflected entropy is given by (3.19)

SR(A : B) =
c

3
log

(
2L2 − l2 + 2L

√
L2 − l2

l2

)
. (C.2)

We would like to see the vanishing limit of the two gaps. This cannot be obtained from
letting the length of the gap to be 2l = ε, as the corresponding y-cutoff becomes yUV = ε/2,
see Fig.17. This is not consistent with yUV = ε we set for entanglement entropy. In this
sense, we have to set l = ε, that is b3 − b2 = 2ε in Sec.3.2.2, to get the adjacent limit. For
there is no gap between A and B, we have

SR(A : B) = 2S(A) =
2c

3
log

2L

ε
. (C.3)

We can see exact agreement between (C.2) and (C.3) if l = ε.
In a word, we can effectively take 2l = ε in mutual information and l = ε in reflected

entropy to get the results in corresponding adjacent phases. It is manifest that this proce-
dure results in an additional term − c

3 log 2 in the Markov gap, as the cutoff ε is doomed
to be canceled there. This partially explains why the lower bound of the Markov gap is
related to the number of gaps between A and B.

D Geometric interpretation of the lower bound with no brane tension

In this section, we will give a geometric interpretation of the lower bound of SR − I when
the brane is tension free. Without loss of generality, we will only consider phase-D2 and
phase-D4. As shown in Fig.18, the Markov gap for phase-D4 is

h = SR − I =
Area(EW ) + Area(RT (AB1))−Area(RT (A2))

4GN

+
Area(EW ) + Area(RT (AB2))−Area(RT (B2))

4GN
.

(D.1)
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Figure 18. Left: Two right-angled pentagons and thus the lower bound c
3 log 2 for phase-D4.

Right: Four right-angled pentagons and thus the lower bound 2c
3 log 2 for phase-D2.

Since the brane is orthogonal to x-axis, it is along a geodesic, and thus the RT surfaces
EW , A2, B2, AB1 together with the brane form a right-angled pentagon 8 with a degenerate
side at the asymptotic boundary of AdS3. There are two right-angled pentagons for phase-
D4. The key point is that for two adjacent sides α and β and a non-adjacent side σ of a
right-angled hyperbolic pentagon, they satisfy [1]

α+ β − σ ≥ log 2. (D.2)

Using this inequality, then we have

Area(EW ) + Area(RT (AB1))−Area(RT (A2)) ≥ log 2,

Area(EW ) + Area(RT (AB2))−Area(RT (B2)) ≥ log 2,
(D.3)

thus
h ≥ c

3
log 2, (D.4)

where we have used the relation c = 3`/2GN . For phase-D2, the Markov gap is given by

h = SR − I =
Area(EW ) + Area(RT (AB1)) + Area(RT (AB3))−Area(RT (A))

4GN

+
Area(EW ) + Area(RT (AB2)) + Area(RT (AB4))−Area(RT (B2))

4GN
.

(D.5)

Unlike phase-D4, the RT surfaces EW , A,AB1, AB3 form a right-angled hexagon. We can
draw a geodesic (pink dashed line in Fig.18) to decompose a hexagon into two right-angled

8Different from the proof of the lower bound in pure AdS3 where all sides of the pentagon are made up of
RT surfaces or asymptotic degenerate sides, here one side of the pentagon comes from the brane. Note that
if the brane has a non-zero tension, our geometric interpretation using the inequality of the right-angled
pentagon does not hold at all, because the brane is not along a geodesic now.
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pentagons. Then we have four right-angled pentagons for phase-D2. Using the inequality
for each pentagon, the Markov gap

h >
4 log 2

4GN
=

2c

3
log 2. (D.6)

In fact, similar to pure AdS3, here one may also obtain the lower bound by counting the
number of the boundaries of EWCS. However, for AdS/BCFT, only the boundary on the
minimal surfaces of A∪B contributes to the lower bound while the boundary on the brane
does not, as we can see from phase-D4. This is why we generalize the original HPS inequality
to (2.7).
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